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Abstract

Routing and Protection over Agile All-Optical Netikse (AAPN)
by Peng He

The term “agility” in optical networks describesethbility to deploy bandwidth on
demand at fine granularity that allows carriersléploy services rapidly. An overlaid-star
all-photonic WDM network, called the Agile All-Phatic Network (AAPN), can provide
such agility through multiplexing over each waveénin the time domain. The AAPN
consists of a number of hybrid photonic/electroadge nodes connected together via
several load-balancing bufferless transparent cades and optical fibers to form an
overlaid star topology. An AAPN can potentially piae an efficient high bandwidth/high
performance core transport network for carriersaddeit is very important to design and
position AAPN to support widely-deployed IP/MPLSclatecture and protocols. This
thesis deals with routing and protection of MPL&\W over AAPNSs, especially in multi-
domain (OSPF multi-area or inter-AS) network envments.

For the routing problem, several AAPN configurati@een by the Internet routers are
proposed to solve the scalability issue when dépipyAAPN within one IP/MPLS
network. Furthermore, a novel inter-area routirggrfework is proposed which can provide
dynamic and optimal inter-area routing in an eéfitiand scalable way with full backward
compatibility with existing OSPF routers. In adaiitj an AAPN-based Internet Exchange
(AIX) architecture with traffic engineering capacis also developed to provide inter-AS
optimal routing.

For the protection problem, instead of using linkpath protection, an inter-area
shared segment protection approach is proposedhvdain take advantage of the above
inter-area routing framework. Through sharing, ttetwork resources are used in an
efficient way. Through segment-based protectioa, rétovery time is reduced in case of
failures.

By generalizing and extending this AAPN-based rautind protection framework, a
general inter-domain (AS or area) traffic enginegriarchitecture, called Star-TE, is
proposed. Star-TE satisfies the requirements fer-area and inter-AS traffic engineering
defined by IETF in RFC 4105 and RFC 4216.
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1. Introduction

1.1.Problem Statement

Most telecommunication carriers, including TelugllBCanada, AT&T, MCI and
British Telecom, are migrating to an IP based coye@ network for provisioning multi-
services (data, voice, video, etc.). In such IRvosts, Multi-Protocol Label Switching
(MPLS) is adopted to enable Traffic Engineering XTahd support Virtual Private
Networks (VPN). Together with Diffserv, MPLS cas@lprovide Quality of Service (QoS)
support.

An emerging overlaid-star all-photonic WDM netwodalled the Agile All-Photonic
Network (AAPN) [Bochmann2004, Mason2005, Bochmaf@ 20can potentially provide
an efficient high-bandwidth core transport netwedktution for carriers. Hence, it is very
important to design and position AAPN to suppordely-deployed IP/MPLS architecture
and protocols.

The AAPN consists of a number of hybrid photonatéionic edge nodes connected
together via several load-balancing buffer-lessigparent core nodes (photonic space
switches) and optical fibers to form an overlaat $opology. By introducing concentrating
devices, AAPN can support up to 1024 edge nodes¢hR0D05]. The term “agility” in
AAPN describes its ability to deploy bandwidth oenthnd at fine granularity (time-slot
instead of wavelength), which radically increaseswvork efficiency and brings to the user
much higher performance at reduced cost [Bochmaj20

Since the AAPN provides transparent optical trassion between all pairs of edge
nodes, the architecture, as seen by the Intermg¢rsowithin the surrounding networks
would normally be a completely interconnected mef#nce the straightforward use of the
OSPF (Open Shortest Path First) routing protocetidsr IP and MPLS leads to scalability
problems when deploying a large AAPN within an IIPIMs network. For instance, with
1000 edge nodes in an AAPN, this would involvé liiks, which is a number much too
large to be handled by normal Internet routers.dden this thesis, we study first how to

solve the scalability issues for deploying an AARIithin a single IP network.
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AAPN is actually more suitable to be used in mdtimain (OSPF area or AS)
network environment due to its agility at the carel large capacity. Hence in this thesis,
we study mainly how to deploy AAPN in multi-domaietworks. In such environments,
we focus on inter-domain traffic engineering, tisathow to provide optimal inter-domain
routing and associated protection in a scalableedirdent way for MPLS flows over the
AAPN.

Note that we study the Open Shortest Path Fir§P{E) [RFC 2328] and Border
Gateway Protocol (BGP) [RFC 1771] IP routing prolecwhich are commonly used for
routing within and among administrative domainspestively. In the rest of this thesis, we
use the term “domain” to represent an OSPF area &S (Autonomous System). The
definitions of OSPF area and AS are as follows:

Area: OSPF area. OSPF is a hierarchical routing prébtbed supports large networks
through multiple OSPF areas: one backbone areaa(Byesurrounded by non-backbone
areas. Area border routers (ABR) are located abtiders between the backbone and the
non-backbone areas, and distribute summarizechgutiormation between the areas.

Autonomous System (AS): controlled by one service provider; routers witan AS
communicate routing information to each other usingnterior Gateway Protocol (IGP),
namely OSPF, or IS-IS. An AS shares routing infdromwith other AS using BGP.
Autonomous System Border Routers (ASBRS) are usedrinect to another AS via one or

more physical links that interconnect ASes.

1.2. Motivation and Objective

The work in this thesis is motivated by the goal fied simple and efficient
mechanisms for deploying an AAPN in an existingal®g IP/MPLS. We consider two
closely related problemgrotectionandrouting. Furthermore, for both of these problems
we should consider various network environmentg, single-layer vs. multi-layer, intra-
domain vs. inter-domain. Since efficient routing @ large multi-domain network
supporting QoS requirements and global fast regofrem failures is still an unsolved

research topic, we hope that our results providenging solutions in this area.



1.3. List of Contributions in this Thesis

The main contributions of this thesis are the foilms.

1. A routing architecture for MPLS flows over AAPN theolves the scalability issue
when deploying a large AAPN in single-area netwofRefer to Section 3.1)

2. An inter-area MPLS dynamic routing framework thadyides optimal inter-area
routing in a scalability and efficient way on thasis of deploying an AAPN as the
backbone area in multi-area networks. (Refer tdi@e8.2)

3. Inter-area protection schemes that provide shatfidi€ént) and segmented (fast)
protection for MPLS flows over AAPN under both tbemmonly-used single-
failure assumption and a weakened single-failungt{pte failures) assumption we
defined for multi-area networks. (Refer to Chagfer

4. A novel Internet eXchange (IX) Architecture based an AAPN that can
guarantee the inter-AS (inter-ISP) optimal routivigle keeping scalability and the
confidentiality for the TE information in multi-dcaam environments. (Refer to
Section 3.3)

5. A general inter-domain (AS or area) traffic engnieg architecture, called Star-
TE, that generalizes and extends our AAPN-basetingpand protection work,
and satisfies the requirements for inter-area amdr-AS traffic engineering
defined by IETF in RFC 4105 and RFC 4216. (Refe3aotion 5.2)

6. A segmented PCE (Path Computation Element) arthiecthat avoids the
inherent scalability and robustness issues in tiggnal IETF PCE architecture and
can be considered as a promising inter-domainidraffigineering solution for
large-scale meshed multi-domain networks. (Ref&eiction 5.3.3)

7. Other contributions include: delay-performance wpsed for AAPN with two
proposed bandwidth allocation schemes (called-fitrsticheme and first-fit with
random scheme), a novel analytical performance moddime-space-switched
all-optical networks, and optimization analysisd&iploying passive optical time
slot interchanger (POTSI) in All-Optical NetworlRéfer to Section 6.2)



1.4.Qutline of Thesis

The thesis is organized as follows. Chapter 2 garesmtroduction to AAPN and the
literature review of various routing and protectisnhemes for MPLS over optical
networks. Chapter 3 focuses on routing architestdog MPLS flows over AAPN in
single-area, multi-area, multi-AS scenarios. Thefgomance of proposed inter-domain
traffic engineering framework is assessed by disagent simulation. Chapter 4 proposes
the inter-area shared segment protection scheraegritvide efficient and fast protection
for MPLS flows over AAPN. Chapter 5 generalizes axtiends our AAPN-based work
into a general inter-domain traffic engineeringh#tecture, called Star-TE, and presents
more applications of Star-TE in traffic engineerimgth further discussion. Chapter 6

concludes the thesis and identifies areas fordurthsearch.



2. Background

2.1. AAPN Overview

As shown in Fig. 1, an Agile All-Photonic NetworldAPN) [Bochmann2004,
Mason2005, Bochmann2007] consists of a number bfithyphotonic/electronic edge
nodes connected together via several (at least ltvaolbalancing core nodes and optical
fibers to form an overlaid star topology. By irdtuzing concentrator devices, AAPN can
support a large number of edge nodes (up to 10243¢n2006]. Each core node contains
a stack of bufferless transparent photonic spadtetse (one for each wavelength). In
order to avoid optical memory and optical headeogeition (hence no E-O-E conversion
within the core switches), as required by cert@rmf of burst switching, AAPN uses
synchronous slot-by-slot switching with fixed-sizeldts (e.g., 10us per timeslot) and the
arrival of the slots at the input ports of the sWitmust be synchronized with the slot
switching period controlled by the switch. If inreesh network, where a slot transmitted by
an edge node must possibly traverse several swifetodes, the propagation delay on the
links between several switching nodes must be gebciadjusted to be a multiple of the
slot duration. Since this is difficult to realiZ&ZAPN adopted a star topology with a single
core switch. In this case, the only synchronizatiequirement is that the edge node
transmits the next slot at such a time that itvagiat the core switch in time for the
beginning of a slot period. This can be realizedabyelatively simple synchronization
protocol between the edge nodes and the core. dfotine, in order to cope with the
failure of a core node, and in order to increaseaverall capacity of the network, AAPN
finally uses an architecture of overlaid starsstaswn in Fig. 2.1.

A scheduler at each core node is used to dynamiedibcate timeslots over the
various wavelengths to each edge node. Each edgeaumtains a separate buffer for the
traffic destined to each of the other edge nodeshése buffers, packets are collected
together in fixed-size slots that are then trartgahibs single units across the AAPN via
optical links. At the destination edge node thdsskre partitioned, with reassembly as

necessary, into the original packets that aretedhie outside routers. The term “agility” in
_5._



AAPN describes its ability to deploy bandwidth oantand at fine granularity (e.g.,
timeslots instead of a whole wavelength, in theeprof 100Mbps instead of 10 Gpbs),
which radically increases network efficiency andnggs to the user much higher

performance at reduced cost.

" Edge node

Edge node

Figure 2.1: AAPN Overlaid-Star Topology

Generally speaking, an AAPN is a wavelength-divisiaultiplexed (WDM) network
that consists of several overlaid stars formed Hgeenodes that aggregate traffic,
interconnected by bufferless optical core nodes$ plesform fast switching in order to
provide bandwidth allocation in sub-wavelength gtarty. On the other hand, an AAPN
can also be viewed as a distributed switch witleipilly large geographical coverage. It
contains four key ingredients: (1) (optical) switghcore: rapidly reconfigurable switching
at the core, (2) intelligent edge: control and irayfunctionality concentrated at the edge
nodes that surround the switching core, (3) AAPNrimal optical fiber connecting edge
and core nodes. AAPN adopted OTDM (optical time dionmultiplexing) on fibers. (4)
Overlaid star topology for reliability and increddsandwidth.

The main competition for an AAPN, on the futurewmking market would probably
be electronic Internet routers or switches. Howewee believe that the conceptual
simplicity of an AAPN and the power of optical tsmarent switching without E-O-E
conversion will give some advantage to the AAPNragph. We also note that the optical
lightpaths provided by an AAPN are protocol anc+iadependent at the physical level,

which facilitates network evolution.



2.2.MPLS Overview

MPLS [RFC 3031] operates at an OSI (Open Systetescmnection) model layer
between Layer-2 (data link layer) and Layer-3 (roeknayer), and thus is often referred to
as a "Layer-2.5" protocol. MPLS is a packet lalsdddal switching technique. Packets are
assigned a 20-bit label as they enter a MPLS caplblnetwork. Subsequent packet
treatment in the network is based on the label,anly., these MPLS-labeled packets are
switched after a Label Lookup/Switch instead af@klp into the IP table of a router.

The labeling of a packet allows the use of advarioaslarding techniques. A packet
entering the network at a particular router carlabeled differently than the same packet
entering the network at a different router. As sule some kind of policy routing can
easily be made. Since MPLS decouples forwarding frouting, it is able to support a
large variety of routing policies that are eithéficllt or impossible to support with just
conventional network layer forwarding.

MPLS uses the Label Distribution Protocol (LDP) (RB036) or RSVP (RFC 2205)
to exchange the label and LSP (Label Switched Ratiging between Label Switching
Routers (LSRs). A LSP is defined as a sequencabefd from an ingress LSR to an egress
LSR. LSPs are very similar to unidirectional ATMtual circuits. The route taken by a
LSP between two LSRs can be the same as the cameanbhetwork layer route, or the
sender LSR can specify an explicit route for th&PL(an explicit route is specified as a
sequence of hops rather than being determined Imyeotional layer-three routing
algorithms on a hop-by-hop basis). Thus, apart faanventional IP routing facilities,
MPLS can use the routing technique called exphatiting, which can support policy
routing and traffic engineering. An explicit roubeeds to be specified at the time that
labels are assigned and does not have to be sokwifih each IP packet.

MPLS is in use in large "IP Only" networks, andstandardized by IETF in RFC
3031. In practice, MPLS is mainly used to forwdPddatagram and Ethernet traffic. Major
applications of MPLS are traffic engineering andlMPR/PN (Visual Private Network).



2.3.Previous Work on Routing of
IP/MPLS over WDM Optical

Networks

Future networks will typically be carrying Intern@®) traffic — enhanced with MPLS
functionality — over optical networks that providata transmission between IP/MPLS
routers. This section reviews the previous workroating of IP/MPLS over optical

networks, both for intra- and inter-domain (are@8) scenarios.

2.3.1.IP/MPLS Routing over WDM

Networks: Intra-Domain Scenario

The basic components of the routing functionaligy the collection of information on
the network topology and a routing algorithm thatedmines a route for given source,
destination and QoS (Quality of Service) requiretsietn a general environment of
IP/MPLS over optical networks, the optical netw@lkcomposed of OXCs (Optical Cross-
connect) interconnected by fiber links, and IP/MRb8ters are connected to the OXCs
through wavelength ports comprising of optical $rarters and receivers. Under this
framework, which is considered by most of the #étare, OXCs and fiber links between
them form gphysical topologyn the optical layer; the IP/MPLS routers and tjggihs set
up between them form\artual or logical topologyin the IP/MPLS layer.

There are generally three different inter-netwagkimodels between these two kinds of
topologies: namelypeer, augmented and overlay models for IP/MPLS over optical
networks [Koo2004]. One of the most important défeces among these models is the
type of information shared between the IP/MPLS ayel the optical layer. In the overlay
model (Fig. 2.2a), no network information is shabetiveen these layers. Hence routing is

done separately in the two layers with their owgnaling and control planes. Under this
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network model, the IP layer and WDM layer work ircleent-server model. In the peer
model (Fig. 2.2b), the topology and other netwaroimation (e.g., routing information

and link state information) are shared betweenayers, and a unified routing mechanism,
e.g., GMPLS (Generalized MPLS), controls the wmgavork. The augmented model is a
compromise between the peer model and the overlaglein This means that the
augmented model shares some part of the informatiam as the reachability information,
between the layers according to certain agreemanis, the two layers are managed

independently like in the overlay model.

{ IP network —| IP/WDM network
% ) @ IP router
IP link u
= ~;g
- () <o IP link
IP router (=) - u
- oo @. ]
Lightpath A Lightoath - /
setting/tear-down setting/tear-down
request \4 status \ <=
= \\ . N\ &
= /
‘Ib %ﬁl fiber “ o \m Optical fiber
(a) Overlay Model (b) Peer Model

Figure 2.2: Models of IP/MPLS over Optical Netwofk®izumi2006]

2.3.1.1.Routing in the overlay model

Two similar and simple routing schemes, based erotlerlay model, were proposed
in [Ye2001, Koo2004]. When a LSP request arrivies, rtetwork first finds a route for the
request over the residual capacity on the curmegicdl topology. If no available route
exists, it then tries to open a new lightpath diye@ne hop) [Ye2001] or indirectly (more
than one hop) [Koo2004] between source and destmBSRs of the request.

As a variant of the overlay model, the study in igtmni2005] built up the IP/MPLS
logical topology by using both the logical linksddivirtual link”. A virtual-link is a special
logical link that is not configured as a lightpathyt can be activated as a lightpath
according to the request. If a virtual-link is stéel as part of a LSP, the lightpath

corresponding to the virtual link is establisheghtiaway.



2.3.1.2.Routing in the peer model

In the peer model, an integrated graph or auxilggaph, where both the physical and
logical links coexist, is usually adopted to sottie routing/TE problems. The auxiliary
graph model has also been used in a dynamic grgostudy [Zhu2003]. The graph is
usually a layered graph, in which each layer reprssone wavelength.

The authors in [Kodialam2001, Zheng2003, Liu2004jvied similar peer-mode
routing schemes: the idea is to assign the cogesdb both the logical and physical links
in the integrated graph first, and then calculateaat cost route for the request using the
shortest path algorithm (e.g., Dijkstra's algorithifhe only difference between various
routing schemes is the definition of the cost fiorctlt is reported in [Koo2004] that a
simple scheme [Zheng2003] just using the physicgishas the cost function performs
better (in terms of LSP blocking probability) th#éme one in [Kodialam2001] which
adopted a much more complex cost function. A sinillenomenon was also observed in
[Liu2004].

2.3.1.3.Routing in the augmented model

In [Koo2004], an augmented-model-based routing reehavas proposed. It was
assumed in this scheme that only a summary of d¢gpaformation from the optical layer
is shared with the IP/MPLS layer. The novelty o tticheme is considering the constraint
on the number of (optical) ports per LSR in the WxMer, which is usually assumed to
be infinite in other schemes.

Loosely speaking, it is believed that the augmentedel has the potential to benefit
from the advantages of both the overlay and peedetao However, there is still no
promising routing algorithm(s) proposed for this dalp and there is still little
understanding of what kind of information would fest helpful for making LSP routing
decisions [K002004].

- 10 -



2.3.2.IP/IMPLS Routing over WDM

Networks: Inter-Domain Scenario

2.3.2.1.Why Inter-area/AS Routing

Currently, several carriers have multi-area netwognd many other carriers that are
still using a single OSPF area may have to migiata multi-area environment as their
networks grow and approach the single-area sciydihit. Hence, it would be useful and
meaningful to extend the current MPLS TE capabsitiwhich are still limited within one
OSPF area, across several OSPF areas to suppgoratied resource optimization. That is
why RFC 4105 was recently published to define étaiequirements for inter-area MPLS
traffic engineering and to ask for solutions.

The practical interest in inter-AS end-to-end MPioBting with guaranteed QoS is
also increasing. This is due to the surging Valdfit and large VPNs between sites
hosted by different carriers (Inter-domain/inteo\pder scenario). And some Internet
service providers (ISPs) maintain different lega$es after corporate acquisitions or
mergers (intra-provider inter-AS scenario) [RicoQ05]. That is why RFC 4216 was
published to define detailed requirements for MPler-AS traffic engineering

requirements and to ask for solutions.

2.3.2.2Why It is Difficult

However, having efficient routing in a large mutea/AS network that obeys QoS
requirements is a yet unsolved research topic.m#er challenge for inter-area routing is
the scalability of routing information. To make routing scalatitee TE information that an
area advertises about itself and learns from atheas must be very small. This limits the
TE visibility of the head-end LSR essentially tdyoits own area, and consequently it can
no longer run a CSPF (Constrained Shortest Pash) Rilgorithm to compute the shortest
path to the tail-end, as the CSPF algorithm requine whole TE topology information.

The scalability issue is even severer in inter-A&ting as multi-AS networks are usually
11 -



larger networks. Besides, another big challengenter-AS routing is theonfidentiality

of traffic engineering information. This is becawseAS is normally operated by one ISP
who competes against other ISPs and hence doesambtto reveal its sensitive internal
information concerning topology, link capacitiegffic volumes, and routing parameters
to its competitors. Only a very limited amount atal (e.g., AS reachability information) is
made available to other ASes by means of the BG®©gul.

Scalability and confidentiality limit the quantitand content of inter-domain
cooperation. It is unknown vyet, even theoreticallyeamster2003, Shrimali2007,
Tomaszewski2007], to what extent limited cooperatimnong domains can still provide
global optimality. [Winnick2002] suggests condugtinegotiations on traffic engineering
information between a pair of neighboring ASes tioBGP protocol extensions, but did
not clarify the contents and frequency of such tiagjons. [Shrimali2007] adopts the
method of “Nash Bargaining and Decomposition” tcaldeith cooperation between
domains, but they focus only on two domains andenoouraging results are found.
[Tomaszewski2007] presents a decomposable ILP mmatiieal model for the multi-
domain routing optimization problem, but their mbidestill at a very theoretical level, and
does not work well in most cases. In addition,unlsa large real-time process, traditional
linear programming techniques may not be suitatndléxible trading of constraints and
objectives in dynamic networks.

Concerning inter-domain protection, especially stgsrotection (to save the network
resource), it is even more difficult than the irdemain routing. This is because shared
protection needs more TE information than routigoig part of the TE information for
shared protection is about the “protection relaiop” among links, e.g., how many links
protect this link, and how many links (or nodesy protected by this individual link, and
who are they. This information is part of the cdefitial information in each domain and
should not be disclosed to other domains. On therdtand, beyond the scalability and
confidentiality, one extra factor that any intemthin protection approach has to consider
is the speed of protection, as customers usuatiyine fast protection. Multi-domain
networks are usually large-scale networks, in wient-to-end path protection that works
well in single-domain networks, may not be suitable

Most of the current proposed practical inter-donrauting approaches fall into three

categories, namely TE (traffic engineering) absivataggregation, PCE-based
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architecture, and Per-domain approaches with drowttpartially-extending-TE-visibility,
as explained in the followings.

2.3.2.3.TE Abstraction/Aggregation

TE abstraction/aggregation approaches [Zhu2003,d28@d, Thiongane2005,
Guo02007] usually adopt a two-step/layer approaatotapute an inter-domain route: first
find out a “loose inter-domain route” through tapgy aggregation/abstraction, then
resolve the loose route into a strict path, donbgimlomain. In general, the TE abstraction
techniques refer to either virtual link/tunnel/seer virtual nodes. The virtual
link/tunnel/tree is like “You can reach this deation along this link with these
characteristics”. The virtual node represents argitvork as a virtual switch, but it might
be deceptive since there is no easy way to adgetsislimited cross-connect capabilities”
(due to internal blocking in the abstracted sulwoek). Actually, the two-step approach
would lead to sub-optimal resource utilization and precise topology
aggregation/abstraction always needs very frequeadtes which further raise scalability
issues. Hence this category of approaches isdmnesi somewhat unpractical and does not

gain strong support in the IETF.

2.3.2.4.PCE-based approaches proposed by
IETF

As defined in [RFC 4655], a Path Computation Elen{EQE) is an entity, a node or a
process, that is capable of computing a TE LSPdasea given network graph (together
with computational constraints) in response toth pamputation request from a LSR or an
application (e.g., from a network management systéndomain could have one or more
PCEs to compute intra-domain paths in either aralered or a distributed (cooperative)
fashion. For inter-domain path computation, thepesation among the PCEs of different
domains is a must. Currently, the PCE-based acothie can compute optimal inter-

domain TE LSPs if the domain sequence to traversgivien [Vasseur2007b]. And the
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optimality is guaranteed through each PCE by acuegta candidate optimal path for each
entry point, which leads to an exhaustive search.

In [Matsuura2007], the authors propose a hieraaliyidistributed PCE (HDPCE)
architecture to cooperatively create appropriat€VIRrees for multi-domain users. It
actually implements in the PCE the previously-dssea (Section 2.3.2.3) two-step/layer
TE abstraction/aggregation approach by PCE.

PCE-based approaches separate path computation sigmaling, and hence can
support more complex routing (i.e., multi-layer, lthdomain). But this is at the cost of
building up a kind of multi-domain path computatigshane (or overlay network),
composed of the PCEs and associated PCE-PCE copatiomi processes, and
corresponding modifications on current routing/sigrg protocols, e.g., OSPF-TE, RSVP-
TE. Meanwhile, the performance of PCE-based routireghanism is still unclear. The
potential scalability issues of the PCE-based techire, when deployed in large-scale
networks, have not yet been considered.

2.3.2.5.Per-domain approach and Partially-
extending-TE-visibility

Per-domain approach is a straight-forward methatbtopute inter-domain paths in a
domain by domain fashion (see Fig.2.3), usualgered by a signaling process. Partially-
extending-TE-visibility is to extend the LSRs’ TEswility further to the inter-domain
links. This is to improve the chance of successighaling along the next domain in case
of resource shortage or unsatisfied constraintsam-domain connectivity and to reduce
the signaling crankback. As illustrated in Fig.2t&re are two kinds of partial-visibility-
extensions, namelgutgoing-view-extensiofChen2007] if only the TE information of the
outgoing direction connectivity from the domain dhers is advertised inside, and
incoming-view-extensiofMiyamura2004a, Miyamura2004b, Otani2007] if othe TE
information of the incoming direction connectivity the domain borders is advertised
inside. Actually, the per-domain approach or eitbérthe two extended per-domain
approaches separates an inter-domain path intoatesegments (see Fig. 2.3) and then
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does the path computation segment by segment. Hleisceategory of approaches can not
guarantee the findings of optimal inter-domain pgtfasseur2007a].
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Figure 2.3: Per-domain approach and two partiatkgmding-TE-visibility approaches.
2.4.Previous Work on Resilience of
IP/MPLS over WDM Optical

Networks

Although networks are now becoming more and mdrable (due to the software and
hardware upgrading), there are still frequent netviailures that are becoming a cause for
concern. There is no doubt that current and futpteal networks will carry a tremendous
amount of traffic, including voice and video flowalong with regular Internet traffic.
Hence a failure in an optical network will have iaagtrous effect: affecting millions or
billions of users. This is the main reason whylieste (recovering from failure) remains a

major research topic for next generation opticlvoexs.
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2.4.1.Resilience Techniques Overview

The resilience techniques can be classified, ireggninto two categoriegrotection
andrestoration

In protection, backup path(s) are established padescapacity is reserved for them at
the time the working path is set up, in anotherdspbefore any network failures happen.
In restoration, only after a network failure haketa place, backup path(s) are computed
based on updated topology and resource informadiwh established in real-time while the
spare capacity is allocated to them dynamically.

Obviously, protection will yield the fastest recoyand highest availability but may
cost more resources, since it pre-allocates spgracty for pre-established backup paths
to react to the failures. On the other hand, rasitar has high resource efficiency but it is
typically slower than protection and can not guteariull restoration of the affected traffic.
This is because real-time backup path establishmagtinvolve dynamic route calculation
and spare capacity allocation, which may not alwagssuccessful due to the dynamic
nature of the network traffic (especially in heaetwork load scenario).

As shown in Figure 2.4, the resilience techniquas also be grouped by their
protected scope: either link/node-, or segmengnok-to-end (E2E) path-oriented. In path-
oriented methods, traffic is recovered along bagBaihs (physically disjointed from the
corresponding working paths) between source andindésn node pairs for each
connection that traverses the failed links. In/lvdde/segment-oriented methods, traffic is
recovered around failed links/nodes. On the otladh protection can be also classified
according to its accessibility to the back-up nekmesources: either 1+1 dedicated, or
M:N shared I working paths share the resourceMvfbackup paths). In 1+1 dedicated
protection, the traffic is transported simultandpws both working path and backup path;
whereas inM:N shared protection, the traffic is switched ovenfra working path to a
backup path only after the occurrence of a failblence, the backup resources can be used
by some low priority pre-emptive traffic in the abse of a failure.

Restoration can be further classified accordinthéocomputation style of the backup
paths: it could be in real-time right after theliee, or pre-planned. This means that the
backup paths are calculated already but the camespg resource is not yet reserved.
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When a failure occurs, one of the backup pathsheilselected based on the topology and

resource information at that time.

— P
/

Protection
Restoration
Q¥
Link/Node Segment E2E Path
scope scope scope

Figure 2.4: Classification of Resilience Techniq(sagle layer, single area)

TABLE 2.1:OVERALL CLASSIFICATION OFRECOVERY TECHNIQUES

Intra-area Inter-area Inter-AS

MPLS Layer

Recovery

Restoration

LinkNode ~ Segment  E2EPath LinkNode  Segment  E2EPath
scope. scope. scope. scope scope scope

Optical Layer

Restoration

Recovery

LinkNode ~ Segment  E2EPath LinkNode  Segment  E2EPath
scope. scope. scope. scope scope scope

Multi-Layer

Recovery

Restoration

LinkNode  Segment  E2EPath LinkNode ~ Segment  E2EPath LinkNode  Segment  E2EPath
scope scope scoy

s

=== ineach cell represents the Resilience Technitjusgated in Figure 2.4)

Besides, as seen in Table 2.1, depending on whatlvonk layer(s) performs the
protection and restoration, resilience techniquas e classified as single-layer (e.g.,
MPLS layer, or optical layer) and multi-layer (e.§IPLS over Optical) mechanisms. In

addition, based on the applicable-range, resiligachniques can also be classified into
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intra-area, multi-area, or inter-domain (or mulbRtain). Only the techniques
corresponding to the first column of Table 2.1r@rérea) have been studied extensively.

2.4.2.Intra-Domain MPLS Layer Recovery

Due to the relatively slow fault recovery mechanisiP, which may take several
seconds to minutes to recover from a failure [Lze2005], G/MPLS technology is
involved to provide fast recovery around a failp@nt in tens of milliseconds. This is
comparable to SDH/SONET recovery, and hence makB¥5 satisfy the reliability
requirements of optical networks [Huang2004].

Classification of MPLS layer recovery mechanisnmiowes the same spirit of Fig. 2.3,
but it can be simplified into two criteria [RFC 3}6 rerouting (restoration-type) vs.
protection switching (protection-type), and lodaik/node scope) repair vs. global (end-to-
end path scope) repair.

The intent of global (path) repair is to protecaiagt the failure of any link or node or
any segment of the working path, whereas the irgefdcal repair is to protect against a
single link or node failure. In global repair, ttezovery (rerouting or protection switching)
is always activated on an end-to-end basis, iras@eof where a failure occurs. But in
local repair, it is usually the upstream node @f thilure point who initiates the recovery
actions; hence the amount of overall recovery timeninimized. In the MPLS layer,
generally speaking, recovery schemes based ontiregamechanisms prefer local repair
[Chem1999, Yoon2001], while schemes based on glepalr prefer protection switching.

The study in [Huang2002] presented an end-to-end34bath protection scheme and
used signaling from the point of failure to infothe upstream LSRs that a path has failed.
The novelty of this scheme is to establish a RevBiatification Tree (RNT) to distribute
the fault and recovery notifications efficiently @l ingress nodes that may be hidden due
to label merging operations along the path. The RNJormally a multipoint-to-point tree,
where the PSLs (Path Switch LSR) become the leal/é¢ise trees and an appropriated
chosen PML (Path Merge LSR) is the root. Unlikeessbs that treat each individual LSP
independently, the RNT allows for only one (or aaBmumber of) signaling message on

the shared segments of all the LSPs [Huang2004].
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Haskin’'s recovery scheme [Haskin2000] adopted ptiote switching with global
repair. When a LSR detects a failure, it switctmes(tvorking) incoming traffic by linking
the upstream portion of the working path to the astweam portion of the recovery path.
As presented in Figure 6, when LSR7 fails, the waykiraffic is rerouted along the
recovery path LSR5-3-1-2-4-6-8-9; whereas in Hgasc)ieme above [Huang2002],
the recovery path is LSR1-2-4-6-8-9. The advantafedaskin’s scheme are fast
recovery time and almost no packet loss duringrioéte failure, while the main drawback

is inefficiency in terms of bandwidth utilization.

MPLS Protection Domain

LSR4
———’ ——

LSR6 LSR8
s it Y

— Working Path

s Reoove:ypath_ . || * PIL : Protection Ingress LSR
........ p  Failure/Restoraticn Signal Path | | . pgL: Protection Egress LSR

Figure 2.5: Path recovery: Haskin’s scheme [Ahn2002

Ahn’s scheme [Ahn2002] uses a rerouting model Vadal repair. The novelty of the
scheme is introducing the concept of a “candidaté-RPath Merge LSR), which is any
LSR along the working path that can be used as &.FMe basic idea is that when a
network failure occurs, the immediate-upstream Ld@Rhe failure starts to calculate the
least-cost recovery path of all possible altermatpaths between itself and each
downstream candidate-PML so as to increase the@eegcprobability.

Following the same line of thinking, the authord@olle2001] proposed a rerouting
mechanism called fast topology-driven constrairgeldarerouting (FTCR), where the first
available upstream LSR rather than the original iSResponsible for rerouting. While in
[Zheng2004], a multi-initiation rerouting mechanissas proposed. In this mechanism,
each of the nodes along the working path initiatesstoration process upon the detection
or notification of a link failure. In each of theqguesses, the initiating node attempts to
dynamically establish a backup path to work arotlvedfailed link. The destination node,

acting as a coordinator, finally chooses one daehaultiple restoration processes.
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Besides, [Pan2000, RFC 3469] introduced severansiins to RSVP-TE so as to
enable the signaling for local protection to essiblmaintain, and switchover bypass
tunnels. The proposed bypass tunnel is defined [&8Pathat backs up a set of working
LSP-segments by making use of a label stack. D&l protection (also referred bscal
Fast Reroutein [Huang2004]) is based on pre-established bypassels; hence the
efficiency of resource utilization is poor (you de® pre-establish many bypass tunnels)

although it has fast recovery time.

2.4.3.Intra-Domain Recovery in Meshed

Optical Networks

In general, classification of optical-layer resite mechanism/techniques follows the
same spirit of Fig. 2.3. However, as we discussediqusly, protection-based mechanisms
usually result in a high resource redundancy ar petwork throughput (especially in the
dedicated-protection as in the case of SONET/SDitar&s) although it provides 100%
recovery from any single failure. In restoratiorsé&@ mechanisms, on the other hand, the
network resource utilization is efficient but aetprice of longer restoration time and the
risk of no available backup path when a failure gems. As we know, the resource
allocation in the optical layer is coarse, e.glightpath occupies one wavelength. Hence
most recovery schemes in the optical layer préfaresi protection that can achieve 100%
restorability while significantly reducing the redlancy in terms of network capacity
consumption. Restoration techniques are desiredd clia decrease the restoration time
while increasing the restorability at the same ti@ptimization methods such as Integer
Linear Programming (ILP) are usually employed tlvesohe problem of shared protection
resource provisioning. Note that in shared prabectvarious backup paths are allowed to
share resources subject to the shared risk linkpy(68RLG) constraint. According to the
SRLG constraint, resources cannot be shared byipgekths whose working paths can fail

simultaneously. The single-link failure model isially assumed as fault model.
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2.4.3.1.Path-based Shared Protection

The intent of path-based shared protection in aptietworks is to find spare resources
that are physically disjoint from the correspondimgrking paths, over which the working
traffic could be rerouted to backup paths during failure of network elements along the
working paths. The task of finding shared protecpaths for a specific group of working
paths is referred to as “survivable routing” (techhy, it is diverse routing since it needs
to find out the disjoint working and backup patlirgeor “spare capacity allocation”. These
two are the same because survivable routing lomk&hé least cost route (working path or
working and backup path pair), while the efficiamare capacity allocation is usually
considered in the definition of the cost functidrite routing algorithms.

The straightforward scheme for diverse routing t&@step approach, also referred as
active path first (APF) [Xu2002, Tapolcai2003]. TABF scheme derives the working path
using Dijkstra’s algorithm at the first step, thiemds out the backup path in the residual
network topology. However, APF only guaranteeshbst path for the working path, not
the working-and-backup path pair. Sometimes in speteork topologies, there is even no
existing disjoint backup path for a derived workipgth. This means the working and
backup paths should be computed jointly.

In [Tapolcai2003], an improved two-step-approacterative two-step-approach
(ITSA), was proposed. Basically, ITSA runs the abdwo-step-approach iteratively:
inspectingkth-shortest paths between each S-D pair one &fteother until the least cost
working and shared protection path pair is founde Tink cost metric is defined to be
roughly proportional to the required bandwidthloé tonnection.

Further considering shared spare capacity allazaéimovel link cost metric is defined
in [Xu2002]: the cost for the working path to takek j is determined by the maximum
spare capacity among all the other links in thevagk protecting link. The purpose of this
new link metric is to force the working path toviease through links yielding smaller
maximum non-sharable spare capacity. Hence theupgukth can have a better chance of
finding sharable spare capacity.

The study in [Ho2004b] provides a modified Dijk&ralgorithm, namely Maximum
Likelihood Relaxation (MLR), which jointly takeseHhink cost and the number of links
(hops) with sufficient sharable spare capacity ictnsideration. It is reported in
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[H02004b,c] that ITSA can achieve the best perforcean terms of blocking probability,
while PBC takes the least amount of computatioretifLR initiates a compromise
between these two.

Besides, aVl:N style shared protection is proposed in [Maach2@04fime slotted
optical networks. This scheme relies on the faat tihe working traffic of a request may be
composed of many flows going through different ptsls paths. Therefore traffic
granularity to be protected is reduced and theeptimn could be achieved more efficiently
and cost effectively by provisioning one backum.(eM=1) and sharing it among these
flows (N flows). A very similar idea, called “Self-Protenj Multipaths”, was provided in
[Menth2004].

2.4.3.2.5egment-based Shared Protection

Actually, segment-based protection can be congidasea generalized form of link-
based protection (if a segment equals to a link) peth-based protection (if a segment
equals to a path). A segment of the working patjetteer with its corresponding backup
path is called a protection domain (Figure 2.6).rrally, compared with path-based
shared protection, segment-based shared protezdioimprove capacity efficiency (note
this is true in shared not dedicated segment-bpsatgction) and minimize restoration
time. On the other hand, segment-based protectmeases the complexity of design and
implementation. The key lies in the questions: howptimally (NP-hard in most cases), or
near-optimally assign the protection domains altivey working path while considering
network resource sharing at the same time?

In [Su2001] the authors proposed an algorithmnd the working path first and then
its backup path segments. By introducing a newt-gkight aggregated link cost metrics
termed “buckets”, the algorithm focuses on consingcthe backup paths with minimal
wavelength consumption. Each bucket correspondsféilure event, and the “height” of
the bucket, indicates the protection wavelengthsdhe reserved on the link for that failure
event.

The authors in [Qia02002] proposed an Integer liegagramming (ILP) formulation
for performing segment-based shared protectionrdcgp to the working path that is

already determined. The algorithm is characterlzgthe effort of inspecting all possible
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allocations of protection domain and all possiblenbers of protection domains. But the
advantage of this algorithm is limited if the worgipath is not selected well. That means,
just like routing with path shared protection (asatibed above), the computation of
working and backup segments should be performetlyoBased on this idea, the routing
algorithm of [Qia02002] was improved in [Xiong2008jhich is based on a heuristic ILP
formulation. Together, two scaling parametersiareduced in the algorithm to avoid the
nonlinearity possibly induced when multiple statéspare capacity along each link are

considered. However, how to select optimal valoeshfese two parameters is still an open

ISSue.
Protection domain 1 Protection domain 2 I’I’UILLHOH domain 3
H\
\;L‘L
Working path segment Working path segment Working path segment
of protection domain 1 of protection domain 2 of protection domain 3

Working path: A-B-C-D-E-F-G-H-I-J-K-L-M-N
Figure 2.6: Illustration of SLSP [Ho2004a].

The most promising segment-based shared protastitie SLSP (Short Leap Shared
Protection) scheme proposed in [Ho2002]. The mdemaiof SLSP is to subdivide a
working path into several overlapping segmentsasve in Figure 7. The overlap between
adjacent protection domains is for the purposerafegting node failure along a working
path. Each protection domain has a PSN (Path SwWtoie) and a PMN (Path Merge
Node), which switches over and merges back thecteffe traffic during a failure,
respectively. A following heuristic algorithm cadl Cascaded Diverse Routing (CDR) is
introduced in [Ho2004a]:

Step 1 Select theS shortest alternate paths from ttib-shortest paths in terms of hop count ffor
each node pair in the network.

Step 2 Define a series of PSL-PML pairs along each radter path with a fixed distané
Note: Steps 1 and 2 can be performed off-line.

Step 3 As a connection request arrives, the ITSA algori{Tapolcai2003] is invoked upon|a

o

set of PSL-PML pairs along an alternate path. ThedTSA algorithm is iteratively performe

on each alternate path until a feasible solutiafersved.
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By tuning the values of certain parameters calfd. and D, it is reported in
[Ho2004a] that CDR performs better than other s@sem

2.4.3.3.Active Restoration

The study in [Azim2004] proposed a restoration suhie the so-called active
restoration scheme, where a working path is pretebty (pre-defined but not reserved)
multiple backup paths that start from the sourcdenof the path to the nodes along the
working path, respectively. Upon a failure along thorking path, the node immediate-
downstream to the failure probes the availabilify the pre-defined backup routes
supported by each downstream node of the failune ttze first available backup route will
be taken to restore the affected traffic [Azim20(&imilar ideas were also presented in
[Zheng2004, Tan2005, Ahn2002].

2.4.3.4.p-Cycle

The p-cycle [Grover2000] is a cyclic, pre-calcuthtpre-assigned, closed path with a
certain amount of allocated spare capacity [BIoD@8. It provides protection for any link
that has both end nodes on the cycle as eithernacyate link or a straddling link
[Grover2000]. The p-cycle combines the advantaéiseoring and of the mesh: it realizes
ring-like recovery speed while retaining the capaefficiency of the mesh-based methods.
As a shared link protection method, p-cycle has lugpacity efficiency and shorter fault
detection and shorter re-routing time than patbroed methods.

Regarding the p-cycle allocation/assignment methth@se are generally two kinds of
approaches: ILP-based [Schupke2002, Grover2002jchwiare difficult and time-
consuming, and heuristic (iterative-based) solufizoucette2003]. In [Doucette2003], a p-
cycle is decided as follows: first to identify at ©f candidate p-cycles, then to search
iteratively for improvements on those cycles thilowgrious operations, finally to obtain a
cycle with high efficiency and all working capacdi/the network being protected.

At the end of this section, we should point out tha basic ideas in most of the above
optical layer recovery techniques can also be egph the MPLS layer, e.g., adopting
segment-based shared protection in MPLS networkte wansidering restoration latency
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by limiting the length of the protection domain 2002], or building up MPLS layer p-
cycle [Kang2003], etc.

2.4.4.Multi-Layer Recovery

It is evident that resilience schemes at the WDM/®LS layer have their own pros
and cons. Recovery at the WDM layer has the adgestthat the average protection and
restoration time is relatively small (1-100ms) ath@ granularity of switch is coarse.
However, the recovery schemes at the WDM layer @arasolve failures in a higher layer,
such as router faults and service degradation enlfh layer. On the other hand, the
recovery at the IP/MPLS layer results in betteouese utilization and offers finer-grained
service to different traffics, but it is slower atebs scalable than its counterparts in the
WDM layer. The study in [Qin2003, Pickavet2006¢lizated that recovery at multiple
layers is necessary to reach high availability camag with single-layer-only recovery.
Finding efficient mechanisms to coordinate the auasiresilience techniques at different
layers of the network, together with the correspogdpare capacity allocation at different

layers in an efficient way, are the main objectivesulti-layer recovery.

(a) (b)
Figure 2.7: Multi-layer Resilience (a) MPLS LSR @¥C one-to-one match
[Pickavet2006]; (b) MPLS LSR and OXC non one-to-ametch [Staessens2006]

Roughly, multilayer recovery schemes can be ciasséis uncoordinated, sequential
and integrated according to the inter-working betwé¢he IP/MPLS and optical layers
[Colle 2002, Pickavet2006].

a) Uncoordinated Approach
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In this most straightforward multi-layer recoverppeoach, recovery actions are
deployed in multiple layers without any coordinatioesulting in parallel recovery actions
at distinct layers. Obviously, the main drawbacktto§ approach is inefficient resource
utilization due to the duplicated recovery of agtérfailure.

b) Sequential Approach

In the sequential approach, the logical networlokagy remains unchanged (static) at
the time of a failure and no specific actions aigated to modify it. The coordination of
the recovery mechanisms at the network layers ribriicdlows a sequential way, bottom-
up [Colle2002] or top-down escalation.

The bottom-up strategy starts the recovery actiortbe lowest detecting layer and
escalates upwards only when the failure-affectaffi¢r could not be recovered by the
lower layer. The top-down escalation initiates tlegovery actions from the highest
detecting layer and escalates downwards only ifftilare-affected traffic could not be
handled by the higher layer. But since a lower ddgs no easy way to detect on its own
whether a higher layer was able to restore thédrdie implementation of this strategy is
somewhat more complex and currently not applied.

c) Integrated Approach

The integrated approach takes into account the ic@ttknowledge of resource and
topology information in both the IP/MPLS and oplitayers to deploy recovery actions.
This combined topology knowledge can be represemted single integrated graph, by
assigning appropriate cost to the edges of thehgi@prvivable routing can be performed
just like it is performed in the previous peer mg&ection 2.2.1.2). Following this line of
thinking, an integrated (peer model) shared patiteption scheme was proposed and
studied through simulation in [Liu2004]. The noyelif this scheme is its definition of the
cost function: through an adjustable paramétein the cost function, people can control
the preference of minimum physical resources (nhurabkops per path) and load balance.
The idea is based on the following observation: wite network load is low, minimizing
the hops of physical links on a path is most imgarin routing; when network load is
high, load balancing becomes more important. SimNark has also been done in
[Zheng2003].
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2.4.5.Inter-Domain Recovery

2.4.5.1.MPLS/GMPLS Inter-Domain Recovery

For inter-area/AS recovery, MPLS/GMPLS schemesepref use path (or sub-path,
segment) protection because it is, generally spgakiifficult to find a backup path/sub-
path in real time after the failure for a long méeea or inter-domain working LSP. Hence
the diverse path computation is important in theedeemes.

a). Primary Path Route Object (PPRO)-based Schieamg2004]

Lang et al. computed (and hence installed) the ayfworking and backup paths
subsequently (in separate phases) to support théoeand GMPLS-based path recovery.
For this purpose, they proposed a new route obgatied Primary Path Route Object
(PPRO), in addition to the original Path Route ©@b{€RO) in standard RSVP-TE.

The working LSP is signaled with the standard RSW#Pprocedure. The record route
object (RRO) is then activated in the working p&&SV message with the role of
collecting the detailed node-level path informatiminthe established working LSP and
reporting it back to the head-end node. Subsequeaht head-end node starts the setup
phase of the backup LSP with a new downstream PAiBdsage including an additional
PPRO that records the working path to avoid ovesliip the working path.

b). Associated Route Object (ARO) Scheme [Ricci@adgz 2005]

The ARO-based scheme computes the working and pgukils jointly. Hence, it is
superior to the PPRO-based one: higher succesamdtéower total cost [Ricciato2005].
The ARO-based scheme is accomplished by using B® # conjunction with the ERO
(Explicit Routing Object) during the first PATH nezg)e. The key point of this scheme is
to assume that each domain border node is abtentityjcompute a pair of diverse paths
from any pair of border nodes toward the remotérsson.

When the working path PATH message goes to thendésh node, the working path
has been fully computed and partially signaled (RAghase), and the backup path has
been completely computed and collected in the ARGe backup path can be returned in
the RESV messages to the head node, which will #tarsubsequent installation of the

backup LSP.
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). Inter-area SRLG-disjoint multi-segment protectiScheme in GMPLS networks
[MiyamuraO3]

[Miyamura03] proposed a two-segment mechanism foviging path protection in
multi-area GMPLS networks, with SRLG considerations

Suppose we want to set up a connection from nowen8de D in Fig. 2.8 with path
protection. In the first step, node S asks an ABRs own area (e.g., ABR2 in Area 1) to
compute both the working sub-path (e.g- ABR 2) and backup sub-path {3ABR 1). In
the second step, ABR 2 sends the Path Computaggond’®t message to one of the ABRs
in Area 2 (e.g., ABR 5). Then ABR 5 can find a paiirSRLG-disjoint paths optimally
from ABR 1 and ABR 2 to nod® as ABR 5 has the routing information of both ABea
and Area 2. However, this scheme is still sub-ogkibecause the summation of routing
optimization in Area 1 and routing optimizationtdath Area 0 and Area 2 does not lead to

the global routing optimization in overall netwdékrea 1 + Area O + Area 2).

ABR1 cannot calculate the optimal
routefor backup LSPs because it

has limited information about Area 2.

N\
; ABR :
Primary LSP : ~
Primary LSP and backup LSP#1
share an SRLG in Area 2.

Figure 2.8: Inter-area SRLG-disjoint and multi-segrtnprotection Scheme [Miyamura03]

d). Bypass Tunnel Scheme for Inter-domain Restmrdtiuang2003, 2004]
This scheme allows the working and backup LSPsetadncatenated at the domain
boundaries so as to combine the advantages olofasdtrepair at the domain boundaries

and resource-efficiency of end-to-end path pradecvithin domains.
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Domain A Domain B

P1_c

T3

Figure 2.9: Inter-domain MPLS Protection [Huang04]

In Fig. 2.9, three bypass tunneld(T2, T3) are setup manually at domain boundaries.
A working LSP,P1(P1_a-P1 b-P1 @, is hence protected by three segments: backup
sub-patiB1_ain (source) Domair, backup sub-patB1l cin (destination) DomaiB, and
the three bypass tunnels. Supp®&defails at the destination domain, the traffic can g
Pl a»LSR1-P1 b-LSR2-T3-LSR4-B1 ¢ or Pl a-LSR1-T1-LSR4-.T3-
B1 ¢ Compared with MPLS end-to-end path protectiorwiich the source node always
acts as PSR (path switch LSR), the bypass tunrense has less restoration time
[Huang2003, 2004]. This is because the domain bayndSRs (SR1andLSR2in Fig.
2.9) can also act as PSR in some failure casesawigle, the bypass tunnel scheme has
more efficient resource utilization through usimg tworking path as much as possible
when performing recovery after the failure.

d) PCE-based approach [Vasseur2003, 2004]

Only the PCE-based approach can provide globalingpubptimization, at least
theoretically. The PCE-based optimal-routing medmas, described in Section 2.2.2.5,
can be extended in a straightforward way for deielisjoint path computation. The only
difference is that PCE needs to compute a leastpadls pair (working and backup) now.
In order to ensure a globally optimal solution,iagigure 4, PCE has to advertise an
optimal path pair for each possible pair of entings. Obviously, if the number of domain
gateway nodes is large, the route computation eaertof the PCE-PCE communication
becomes heavy, which may degrade the overall pedioce of the PCE-based approaches
[Ricciato2005].
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2.4.5.2.0ptical Layer Inter-Domain Recovery

a) Segment-based Protection (per-segment appdisaissed in Sec.2.2.2.3)

In [Akyamac2002], the authors considered a seginased inter-domain protection
scheme. The end-to-end inter-domain lightpath stésif smaller lightpath segments that
are routed between the gateway nodes. Routing eotdcpon is strictly limited to each
domain, thus the backup paths for local failurels lvé contained in the domain and will
not traverse into the neighboring domains. Thistqmtion scheme assumes that the
gateway nodes will never fail.

b) Path Shared Protection

The recovery scheme in [Thiongane2005] used therdalyapproach (Sec.2.2.2.4) to
compute working and backup path pair. For a newest) the working path is routed first,
and then the (shared) backup path is computed lmstdte network graph after removing
the working path, both using Dijkstra’s algorithm.

c) Inter-domain p-cycle

The p-cycle-based inter-domain recovery scheméankps2005] is basically a two-
layer approach. It decomposes the multi-domairiease problem into two sub-problems,
namely the higher-level inter-domain protection,d athe lower level intra-domain
protection. Building p-cycles at the higher levelto handle the failures for the inter-
domain links. At the lower level, traditional proten schemes can be applied as intra-
domain protection. However, this higher level pleyis not able to handle node failures
and might lead to inefficient use of network resegr[Farkas2005].

d) Several Resilience Mechanisms in a multi-donm&over-Optical Environment
[Staessens2006]

The study in [Staessens2006] is the one most dlmsay own research topic. It
considered the end-to-end recovery in multi-dom&nnetworks interconnected by an
optical domain. The end-to-end recovery is compasetifference segments (IP network
recovery, gateway recovery and optical network veng. This paper focused on the
gateway-to-gateway (gateway->Optical domain->gaj@wacovery and assumed the
recovery within the domains is provided. The folilogv generic end-to-end recovery

techniques (Fig. 2.10) are studied quantitatively:
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. No optical protection(Fig. 2.10a): working and corresponding backup IP
connections are set up without any extra protecdtiadhe optical domain.

. Optical protection of both IP connectiofisig. 2.10b): there is extra protection
in optical domain, both to working and backup IPrections.

. Optical protection for the working patl{ig. 2.10c): there is extra protection
in the optical domain, but only for the workingdBnnections.

. Dynamic restoratior(Fig. 2.10d): The optical network is capable dfisg up
lightpaths at will in case of failure; this meahsait providing restoration-type
recovery in the optical domain so as to use thevort resource in a very
efficient way.

The study in [Staessens2006] gives hints and igfulelo people doing research in

multi-layer multi-domain recovery. The results a@mehow preliminary and a little bit
rough. The work is interesting, although many deepsues are still open, e.g., routing

optimization is never considered.

2.4.5.3.Multi-layer Inter-Domain Recovery

As far as we know, there is no promising solutiablighed for the resilience issues in
multi-layer multi-domain network environments. Twgeneral reviews on resilience in a
multi-layer multi-domain network environment wereven in [Larrabeiti2005] and
[Demeester2005], together with the classification some issues related to it. In
[Larrabeiti2005], it is further pointed out thattwerk resilience based on fast re-routing
might be achieved, loosely speaking, by using radiere disjoint multi-domain backup
paths through other domains together with inter-aianiink protection strategies. And
intelligent usage of MPLS label stacking might addlability to the establishment of LSPs
between non-directly connected domains.

In [Demeester2005], the author suggested that ftaitiain p-cycle might be useful
for resilience in a multi-domain environment, sigcp-cycle is established in advance and
shares the capacity (resource) without knowinghallworking and backup paths.

The study in [Miyamura2004-2] touched the resilenssue for inter-region multi-
layer networks through providing a multi-layer dist path selection algorithm, which is a
simple extension of their work in [Miyamura2004alhe multi-layer routing is
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implemented in a simple way: finding the least-amstking and backup path pair first at

the G/MPLS virtual topology; if not successful, thiending the least-cost path pair at the
optical layer.

Working Working sghtpath )
——=——  Backup connactior Backup tghtpath \Wariing Working lightpatr:
=== Backup connection Backup ightpath
= == = Primary backup lightpath
Secondary backup lightpath

a) No optical protection; b) Optical Protection of Both IP connections

.58 &

Backup of primary l : L | :
“fightpath p pts backup = = .

> I : - :
i T8 B
. : \\ / . "
W= g ®
c) Optical Protection for the working path d) Dynamic Protection

Figure 2.10: Several generic end-to-end recovenyriigues in [Staessens2006]
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3. Routing of MPLS flows
Over AAPN

An Agile All-Photonic Network (AAPN) [Bochmann2004, Mason2005,
Bochmann2007], with an overlaid-star topology, patentially provide an efficient high
bandwidth/high performance core transport netwotit®n for carriers. Hence, it is very
important to design and position AAPN to suppoet iB/MPLS architecture and protocols.
Deploying AAPN in an IP/MPLS network environmenteds signaling and routing
information exchange between the routers surrognttie AAPN. Particularly, we study
the Open Shortest Path First (OSPF) [RFC 2328blRirg protocol, which is commonly
used for routing within a single administrative dom

OSPF is a link-state routing protocol that is usgdPLS and GMPLS (Generalized
MPLS) (with extensions). Each OSPF-running route&changes LSAs (link state
advertisements) through a reliable flooding medrarto build up and synchronize its link
state database (LSDB) with the database of othdesho the network. The LSDB thus
becomes a complete representation of the netwgkldgy and resource information
(OSFP with TE extensions, OSPF-TE [RFC 3630]). Base it, each router can use the
shortest-path-first (SPF) algorithm to computeotsting table, or run a constraint-shortest-
path-first (CSPF) algorithm to perform source nogtiOSPF-TE and RSVP-TE (Resource
Reservation protocol with TE extensions) [RFC 328& fundamental for MPLS TE as
they are used to compute and establish expli@tyad LSPs (label-switched paths) whose
paths follow a set of TE constraints.

OSPF is a hierarchical routing protocol that sufsptarge networks through multiple
OSPF areas: one backbone area (Area 0) surrourydednbbackbone areas. Area border
routers (ABR) are located at the border betweerb#o&bone and the non-backbone areas,
and distribute summarized routing information amthegareas.

In this chapter, we consider two scenarios to depitoAAPN in an IP/MPLS network
environment, namely within one OSPF area networks within several OSPF areas

networks. Since a large portion of the anticipatednections will need to traverse both
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the backbone area and the non-backbone areascu& do the second scenario, in which
the proposed inter-networking framework can impletménter-area MPLS Traffic

Engineering in an efficient and distributed manner.

3.1. Solving the Scalability Issue when
Deploying AAPN within a Single
OSPF Area Network

The first scenario to deploy AAPN in IP/MPLS netk®iis in a single OSPF/OSPF-
TE area (as shown in Fig. 3.1).

Figure 3.1: Deploying an AAPN is in a single OSPERP-TE area network
3.1.1.The Problem: Scalability Issue

Since the AAPN provides aN x N interconnection structure for tikedge nodes of
the AAPN architecture, the straightforward usagea obuting protocol like OSPF leads to
scalability problems since the valueMtould be very large (e.g., around 1000 and OSPF

has to deal withN x(N—1) links). Hence we need to consider what aspedi@f¥APN
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topology should be exported to the IP/MPLS world Aow to organize the related routing
information exchange. In addition, the exportgabtogy should be:

. As simple as possible (to reduce routing protoraifit, routing calculation

and the size of the link-state database)

. Provide a good match with the fault model of the PM (e.g., link/edge

node/core-node failure)

. Meet the traffic engineering requirement (not fudjyaque to the outside)

Note: due to the symmetric architecture of AAPNe(§¢g. 2.1 and Fig. 3.1), we use
the “bundle” concept to further reduce the overhigaffic to the outside. As illustrated in
Fig. 3.2, all the links from one edge node to tbeeaodes are exported as one TE link.
Similarly, the overlaid core nodes in AAPN arendcessary, exported as one core node,

called “the core”.

TE e Core *@

Edge node

Edge node

Edge node

Edge node
Edge node

Figure 3.2: Abstraction of AAPN: TE links and tbere.

3.1.2.Description of Proposed Solutions

We propose four approaches described as follows:

1) Full-Mesh (Fig. 3.3a)

The whole AAPN (edge nodes, links, and core nodegxported as a full-mesh
network to the outside (Fig. 3.3a). Within the AAPDérmanent connections are set up
between all edge node pairs for routing informagmshange, and may also be used for
data exchange; while additional connections foa deinsmission may be established on
demand. Each AAPN edge node behaves as an IP/MBUi8rrand the core nodes are
invisible to the outside.

2) Core-Star (Fig. 3.3b)
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A star topology (the core surrounded lyedge nodes) is exported to the outside IP
world. Each edge node maintains a two-way permar@mtection only with the core for
routing information exchange. Data connections Wwél established on demand. Each

AAPN edge node behaves as an IP/MPLS router andaiteeis visible from outside as an
IP/MPLS router.

2
~ Edgenode
Edge node

Edgenode
Edge node

(a) AAPN exported as a full-meshed topology (b) AAPN exported as a core-star topology

&)

Edge node

\ : &) o
\ k& J \ =

%%, ~ .. Edge nogé hods

Edge node ey
%

Edge node

(c) AAPN exported as a edge-star topology (d) Virtual node organization

Figure 3.3: Exported Topologies of Agile All-Photo Network

3) Edge-Star (Fig. 3.3¢)

As an alternate to the core-star topology, AAPNalan be exported as a star topology
where one edge node is surrounded by the dtheredge nodes. The major differences
with the core-star topology are the following: @ch edge node maintains a two-way
permanent connection only with one particular edgee (not the core) for routing

information exchange, and (b) each edge node bsles/an MPLS-capable IP router but
the core node is invisible from outside.
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TABLE 3.1:COMPLEXITY ANALYSIS OF MESH AND STAR TOPOLOGIES

Full-mesh Core-Star Edge-Star
# of 1-way connections to be maintained N x( N —1) 2N 2( N —1)
# of router-Isas flooded within aapn after a O(N"2) O(N) O(N)
single connection failure
# of router-Isas flooded within aapn after a O(N"3) O(N) O(N)

single link/edge node failure

Table 3.1 compares the above three exported topslogull-Mesh has a severe
scalability problem wheh is large: there are too many connections to setagpmaintain
and hence there is a heavy load of control traficough it is shared among all the edge
nodes. The star topologies are much simpler. Hokvéwve load at the center of the star (the
core or the central edge node) would become muakidrethan at the other edge nodes
whenN is big.

4) Virtual Router Organization (Fig. 3.3d)

To find a balance between the simplicity of theaig topology and the load-sharing
of control traffic, we propose the concept of guat router (VR) to organize the routing
information exchange in the AAPN in a hierarchicenner. A VR represents a collection
of co-located (or near-located) edge nodes andgbdhte core node switching capability
(see dotted line in Fig. 3.3d). A VR is viewed ase dP/MPLS router, and these VRS,
together with the core node, can form a virtual atahitecture, thus reducing the number
of paths among these "routers” and simplifying etgub network topology, as compared
with the Core-Star topology.

In an extreme case, a single VR may include alettge nodes (there is no need for a
core node any more), and the whole AAPN can be sseane big router. In another
extreme, a VR may just contain a single edge nGaerally speaking, to reduce the
routing protocol traffic, the size of the VR shoudd big. But the TE requirements may
push for smaller VR sizes (fine granularity). Herthe VR size is normally a balance
between the above two extreme cases. Meanwhil&/Rhlased topology is scalable since
adding an edge node in a VR will not affect the lelexported topology.

The VR Organization implies a two-layer organizatiof the routing information
exchange: (1) within each VR domain, and (2) betwbe VRs (still within the AAPN).
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The communication between the VRs can adopt thetacture of Full-Mesh, Core-Star or
Edge-Star. Among these possibilities, we recomntedge-Star or Core-Star because it
achieves the balance of simple exported topologly laad-sharing, and has the smallest
number of permanent connections to be set up.

Each VR has a head (a designated edge node, posglik designated backup node).
When an edge node finds a routing update fromeighior router(s), it reports the update
to its head node. The head checks the update,gadgseit, if possible, and forwards it to
the heads of other virtual routers. Those heads distribute the update to the edge nodes
that are member of their respective VR domain. rpée internal routing cooperation
protocol, like the one in [Chou2002], can be usedtis purpose within each VR domain.
Note that the forwarding table of each edge nodeidtes both the forwarding information
per local external (non AAPN) output port and imation for forwarding through the
AAPN network.

3.1.3.Short Summary

Based on all the above analysis, we have the follgpwonclusions when OSPF with a
single area (or any other non-hierarchical routprgtocol) is to be deployed over a
network including an AAPN:

. A very small AAPN can be viewed as single big IRiten with MPLS
capability.
. A small or medium-sized AAPN (with a few tens ofgednodes) can be

viewed as a full-mesh or a star topology where eglge node is viewed as an
IP router with MPLS capability.

. A large AAPN should use hierarchical informatiorclexnge using the concept
of virtual routers (VR) interconnected in a VR-stapology, as explained

above.
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3.2.An Inter-Area Optimal Routing
Framework by Deploying Several
OSPF Areas over an AAPN

3.2.1.The Problem

An inter-area connection normally starts in a naolbone area, traverses the
backbone area, and terminates in another non-baekia@a. MPLS TE mechanisms that
have been deployed today by many carriers areelhid a single IGP area and can not be
expanded to multi-areas directly. The limitatiormes more from the routing and path
computation components than from the signaling aomept. This is so because the
OSPF/OSPF-TE hierarchy limits topology visibility bead-end LSRs (Label Switch
Routers) to their area, and consequently head-eédldsLcan no longer run a CSPF
algorithm to compute the shortest constrained pattine tail-end, as CSPF requires the
whole topology information in order to compute &wal-¢o-end shortest constrained path.

For an example, Fig. 3.4 shows a common multi-aetevork and we supposé in
Areax is the source node whité in Areay is the destination. Generally speaking, a non-
backbone area (e.g., Argain Fig. 3.4) often has multiple ABRs (existing pisi). One
ABR might be much closer to the destination of guested MPLS connection than
another. Because the head-end node does not haentire topology, it does not know
which ABR is the best choice. In Fig. 3.4, how ¢l choose an optimum ABR in Area
to the destinatiom6? Through local optimizatiom;l may select ABR2 to be on the path,
but how does ABR2 know what the best path is taog®? Although local optimization
can be done in each of the respective areas ahenmter-area pathry to r6), the simple
summation of the three local optimizations does netessarily lead to a global

optimization. What many carriers want is to optienipeir resources as a whole. Therefore,
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the question of how to implement inter-area routanip global optimization guarantee is a

key issue in inter-area traffic engineering.

Figure 3.4: A common inter-area netwosk#y, xy# 0)

3.2.2.A Novel Inter-area Optimal Routing

Framework

The direct and natural way to deploy an AAPN in @trarea network is shown in
Fig. 3.5, where the core nodes are located in iddlenof Area 0 and the edge nodes act as
ABRs at the border between Area 0 and non-backlboeas. However, in this scheme,
inter-area routing with global optimization stilart not be guaranteed. Therefore, we
propose a novel approach/framework, shown in E&y.\8hich can provide such guarantee.
Our proposed framework consists of three main comepts, namelythe routing-

information path computatiomndsignaling components

/ ——TE—:TE Link

7
,/ @ : AAPN edge node

-

Figure 3.5: Directly deploying an AAPN as the bawké area
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Source-view
extension

Destination-
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Per-domain
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Figure. 3.6: The inter-area optimal routing framekweye proposed deploys AAPN as

backbone. We also illustrate the per-domain appraad its two extensions.

3.2.2.1.The Routing-Information Component

This component is responsible for the discovery exybrt of the TE topology of the
AAPN. As seen in Fig. 3.6, we expand the OSPF ramkione areas a little so that there is
an overlap between Area 0 and each expanded nébdrae area. Then the AAPN edge
nodes located in the overlap, together with thé&iead TE links to the core and the
associated part of the core, belong to both the &rand a non-backbone area. In such a
scenario, legacy routers in a non-backbone areaetsed AAPN edge nodes as normal
internal IP/MPLS routers, see the AAPN TE linksresmal internal links and see the
associated part of the core as the (only) ABR ©hiin-backbone area. In other words, a
legacy router sees what it can see in its areatdaheuwcore as an ABR, which we call a

virtual-ABR (v-ABR). For each legacy router in arpanded non-backbone area, the
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exchange and distribution of routing/TE informati@njust like in any other standard
OSPF/OSPF-TE area with TE capability.

3.2.2.2.The Path Computation Component

In our framework, an inter-domain LSP can be carsid consisting of two segments
(instead of three, shown in Fig. 3.5) as shownhattop Fig. 3.6: one in the head-end
(expanded) area and one in the tail-end (expandexd. The core connects these two
segments to form a complete inter-domain LSP.

The most interesting thing is that local routingimzation (through CSPF) by each of
these two segments can lead naturally to a globallynized inter-area LSP. As seen in
Fig. 3.6, this is due to the particular star togglof the AAPN architecture and the load-
sharing core nodes that can be viewed as one sunglal router (v-ABR) from the
outside. In other words, our proposed architegesents the advantage that optimal end-
to-end routes can be easily established by simphgatenating optimal routes to/from the
core, which can be determined by the source antihdgésn sub-areas independently of
one another. The problem of finding optimal encaot routes can in general only be
solved by considering global knowledge; in our @edture with a virtual router, no global
knowledge is required, only the local routing imf@tion within each area. In addition,
dynamic inter-area routing is implemented also.

It is worth noting that we use a TE abstractiomtégue (i.e., all the links from a given
edge node to all the core nodes are assumed tomaldebhlanced and are abstracted as a
single TE link). However, this link-load-balancesasption is hard to strictly enforce in
practice. Therefore, our theoretical inter-areabglooptimality, strictly speaking, will

become “near-optimal” in most practical cases.

3.2.2.3.The Signaling Component

This component is responsible for the establishrérhe LSP along the computed
path. In Fig. 3.6, consider the case that a sdusée (e.g.y1) wants to set up a LSP to a
destination LSR (e.gr8). r1 must first compute an optimized path to the v-A&RAreax
through CSPF, and then signal this establishmeiest to the network.
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Shown in Fig. 3.7r1 starts the signaling process by creating a RSMR Passage
including an EXPLICIT_ROUTE object (ERO) [RFC 3208 indicate the computed
explicit path (with one sub-object per hop). Howevé has to use the loose ERO sub-
objects for the hops outside Area x. In Fig. 3ng, ERO specifies the explicit pathrds
>r3->e2->v-ABR x->r8 wherer8 is a loose ERO sub-object. Thet, sends the Path
message to the next hop defined in the ERO, wkich ir3 receives the Path message and

processes it as follows:

. checks the message format to make sure everythiogj
. performs admission control to check the requirettibadth,
. stores the “path state” from the Path messagesifodal Path State Block

(PSB) [RFC 2205] to be used by the reverse-rodtingtion, and
. if successful, deletes the 1st sub-object (itsalffhe ERO and forwards the
Path message according to the new 1st sub-objext (lop) in the ERO, in

our case, e2.

~_rg{(D$T)

* new ERO
+ LABEL_REQUST
Object

EPO processing |
+ Explicit Routing
Object (ERO) Path’

Acknowledge | handoff

message |
Call-admission- )

control and Labe,

res"
4/‘5"j ¢ Label object
Rre
« Label object

ges"
e Label object

Figure 3.7: Inter-Area LSP Signaling Process thiddvs RFC 3209

e2 an AAPN edge node, receives the Path messager®&@md checks the contained
ERO. Ife2finds that the IP address of the 2nd sub-objethenERO is v-ABRx and the
3rd sub-object (with the loose attribute) is beydmdax, thene2 has the task of resolving
the loose sub-object into strict ones. In our cHsere is one loose sub-objerd, which
represents the destination of the requested L3Rodghe2 can not find a strict path from
v-ABR x to r8 by itself, it knows who can. First, by checking timter-area reachability
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information and internal parametee, finds out which group of edge nodes (also which
associated v-ABR) are located in the same are@ &3 Fig. 3.7, these ae8 e4ande5 (v-
ABR y). Second, it selects an edge node among themmayde.g.,e3 In the third step,
e2 removes the first two sub-objects (itself and vRAB from the ERO of the original
received Path message, and inserts v-ABR the top, then forwards the modified Path
message te3

Whene3receives the Path message and finds the 1st $att-obthe received ERO is
v-ABR vy, together with a loose second sub-obje8f, it knows that it should find an
explicit path between these two sub-objects. Asvehio Fig. 3.7,e3is capable to do the
resolving work because3 andr8 reside in the same expanded area, Ares8 finds the
optimized explicit path asv-ABR y->e4->r8 e3 then replaces the ERO object in the
received Path message with a new ERO object thassthe resolved explicit route4¢
>r8). Finally, e3 forwards the new modified Path message4as if it were forwarded
from e2 by usingeZs data (IP address, etc.). We call this proceBath messageandoff
At the same timeg3 also sends an acknowledge message (containimgsblred path) to
e2 (Fig. 3.7). From the above handoff process, we s that only the area-specific
reachability (not TE) information needs to be exded among different areas. In our
inter-area optimal routing framework, TE informatiags organized within each area
independently. Edge no@d receives the Path message and believes it isdfb@ince all
the sub-objects in the received ERO are s&tphrocesses this Path message in a standard
way, just ag3 did in Area x, and then forwards the processel Paissage 8.

When the destination8, gets the Path message, it responds to this isttagnt
request by sending a RSVP Resv message. The puppdbes response is to have all
routers along the path perform the Call Admissiant®| (CAC), make the necessary
bandwidth reservations and distribute the labetlibg to the upstream router. The Resv
message makes its way upstream (Fig. 3.7), hopopy dnd when it reaches the source
LSR, r1, the inter-ISP path is setupt->r3->e2->v-ABR x->V-ABR y->e4->r8 Thus, a
globally-optimized inter-domain TE LSP is set-upcdén be maintained or torn-down just

as any normal LSP.
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3.2.3.Further Discussions

As we can see, our proposal can provide globaltyyoped inter-area dynamic routing
and does not require any changes on existing ivadit IP/MPLS routers, hardware or
software (good backward compatibility). Furthermdhere is no node having global TE
information. Instead, the TE information is distriéd on per-area basis and only area-
specific reachability (not TE) information is exdggd among areas. Global optimization
is achieved through cooperation and interactionvéet AAPN edge nodes in different
areas (Path message handoff). In addition, foRittkhalf of an inter-area LSP (in the tail-
end area), the optimized routing computation ised@mdomly by an AAPN edge node in
the tail-end area. Hence, load-sharing among tbege nodes is achieved.

Under our proposed framework, inter-area routing lba dynamic. In addition, re-
optimization of an inter-area TE LSP can also bglémented, either locally within an area
(by the head-end LSR for the 1st half or by an edgge for the 2nd half of LSP) or
globally by the head-end LSR (end-to-end re-optatngmn).

As seen in Fig. 3.6, our proposal keeps OSPF satukical structure and just expands
non-backbone areas a little. Hence the scalabdityour proposal is as good as
OSPF/OSPF-TE.

Regarding the information complexity, we denote rinenber of areas byA and the
number of edge nodes in each aredbyassuming that each area has the same number of
edge nodes). In order to compute inter-area ptesamount of additional TE information
that a normal router in an area has to maintaianimancedper-domain approaches (e.g.,

source-view-extension approach or destination-wa&tension approach) is of size
O(Ax N, x E) (whereN. is the number of core nodes in AAPN); while it@(E) in

our routing framework, which is much smaller andependent of the number of areas and

the number of core nodes in AAPN.
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3.3.A Novel Internet eXchange (IX)
Architecture with Traffic Engineering

Capabillity

Besides the multi-area network scenario, an AAPN aBo be used in multi-AS
networks. Particularly, we propose a new Internathange architecture based on AAPN

to implement MPLS inter-AS traffic engineering.

3.3.1.Internet eXchange (IX) in Multi-
AS/Multi-ISP Networks

The Internet is a worldwide multi-AS network. Asetlinternet grows, the Internet
eXchange (IX) plays an important role in supporting Internet backbone. This is because
an Internet Exchange is a place where Interneti&eri?roviders (ISPs) (normally
Autonomous IP Systems (AS)) can interconnect theiwworks and exchange Internet
traffic with each other. The exchanging of inteRlfater-AS traffic on an 1X is known as
“peering” [Ams]. The direct way to implement peegribetween two ISPs’ networks is to
build physical links connecting them. However, thifl lead to ann-squared scalability
problem if the number of these ISIs,s large. By adopting an Internet Exchange in the
middle to inter-connect these ISPs’ networks (sige 8.8), then-squared issue can be
solved. In addition, the ISPs can set up peerirly @ach other in an efficient way through
the IX.

There are many large and fast growing Internet Bmghs in the world, either non-
profit or commercial, e.g., AMS-IX (Amsterdam Intet Exchange [Ams]), Japan Internet
Exchange [Jap], Switch and Data (U.S.) [S&D], &tdcurope, there are now more than 30
IXes and over 1,600 connected networks to thess [E&XA]. In May 2001, Euro-I1X
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(European Internet Exchange Association) was format the intention to further
develop, strengthen and improve the Internet Exgh@aommunity [EIXA].
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Figure 3.8: An Example of Internet Exchange (1X)

Normally, only the BGP routing protocol is allowedan IX, thus the traffic over the
IX is exchanged based on BGP routes. An ISP’s lwa#ilc is not allowed to pass through
the IX. The majority of IXes opted for a layer-2igled Ethernet LAN architecture, while
only a few IXes use ATM or FDDI. Meanwhile, seveanalw architectures for IX have been
proposed, e.g., IPv6 IX [Morelli2005], MPLS-IX [N2R02], photonic IX [Shake2005],
etc. However, there are two common potential drakd@ the above IX architectures:

1) Complex IX internal routing: large amount of e€aouters/switches in an X will
greatly increase the internal complexity of an &4., routing issues among these cores.
Hence it is not easy to extend current IX’s capgbil

2) Lack of TE capability: none of the above IX atebtures considers inter-ISP traffic
engineering. For instance, in the layer-2 Ethebdgethe widely-used VLAN configuration
is static, and does not adapt to traffic changeretlis no tunnel technology in the Ethernet
shared switching infrastructure, no point-to-pa@ahnection; strict QoS guarantee can not
be provided.

3.3.2.AlIX: AAPN based Internet Exchange

AAPN is suitable to be deployed as an Internet Brge (we call an AAPN-based IX

AlX, see Fig. 3.9) with the following advantages comagdo the existing IX architectures:
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1) Flexible and Distributed Acces#®s shown in Fig. 3.9, due to the simple and
geographically distributed topology of AAPN, an ARFbased IX (AIX) can provide
access (through its edge nodes) to customer ISPexattly their local locations.
Furthermore, an ISP can have several access poitite AlX through the different edge
node of the AAPN. In this way, the inter-ISP traffian be distributed widely and balanced
(avoid the “bottlenecks”) within the ISP’s netwogkhich also increases the reliability of

inter-ISP peering.
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Figure 3.9: AIX: AAPN based Internet Exchange

2) Nearly Unlimited Capacity with Good Scalabilitf'he switching capacity or
throughput of an AAPN-based )G, , can be calculated as the follows:
Cax = BxWx Px N., where, (3.0)

. B is the bandwidth of a wavelength over an AAPNrimi fiber connecting
AAPN core node and edge node. Typically, it is 1i/&b

. W is the number of wavelengths per AAPN fiber.
. P is the number of switch ports (fibers) per AAPNecnode.
. C is the number of core nodes in the AAPN.

Let W be 20, P be 64 (maximal value [Mason2006]). be 5, C,x of such an

AAPN is 64Terabit/s. An AAPN can scale gracefulhdacontinuously in capacity to keep
pace with the growth in demand of customers byeasing the number of core nodes

and/or wavelengths per fiber.
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3) Good ResilienceWe consider an AAPN as a switch only conceptudlgioes not
mean we can use a powerful single physical switcheplace AAPN. This is because
adopting a single core switch will concentratettadl risks of an IX into a single point. The
more powerful the switch, the higher is the risktHe AIX architecture, things are just the
opposite: the higher the capacity (more core nodes)more reliable is the AIX. This is
due to the fact that in the AAPN architecture, tisk is distributed among several
independent (not-so-powerful) core nodes, and viedaid star topology lets them back-up
each other. Besides, an AlX can increase its cgphyiinstalling extra core nodes in a
graceful and natural way without introducing anyngbex internal routing, as is the case

for other IX architectures.

3.3.3.AlX’s Traffic Engineering Framework

The most attractive feature of AAPN-based IXes &hdue its traffic engineering
capability. The optimal routing framework proposadSection 3.2, which we initially
designed for inter-area traffic engineering, caspdbe applied to the AAPN-based IX
architecture with the following modifications:

The AAPN-based IX interconnects various ASes (neds);

The AAPN'’s edge nodes, located in various ASed,exthange BGP-specific

routing information (e.g., AS path) with each other

. The virtual router that represents the AAPN becomesrtual AS Border
Router (v-ASBR, not v-ABR);
. An inter-AS TE LSP starts in an AS, traverses ti#&PN, and terminates in

another AS. (similar to inter-area TE LSP).

The three essential components of the optimalmgdtamework proposed in Section
3.2, namely routing info, path computation, andchalmmg components, can be applied to
the AIX architecture in the multi-AS network enviroent with the above changes (see
Fig. 3.10). Thus, the AAPN-based IX obtains them#S traffic engineering capability
and the inter-AS TE LSP routing can be performedinggly, dynamically and
automatically without leaking AS internal confidiat information to other ASes.
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Meanwhile, no AS needs to maintain the global T#ermation, hence the scalability of
AIX architecture is good.
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Figure 3.10: AIX’s TE framework (similar to Figu86)

3.3.4.Route Service in AlX Architecture

Besides the traditional full-mesh style, AAPN-bas¥dbffers an efficient alternative
to build up BGP sessions internally (iBGP sesswitkin each ISP AS) and externally
(eBGP sessions among the ISP ASes) to exchangd3fereachability information. As
illustrated in Fig. 3.11, there is a physical rosgever connected to an edge node (ED.,
that is co-located with core nodes. The route semavides route service to both the iBGP
sessions and the eBGP sessions. Each individuaA&sttas one route reflector (RR) [RFC
4456] instance running in the route service setvaffer an alternative to the logical full-
mesh requirement of iBGP sessions within the ISBsA$he RR instance actually acts as
a concentrated focal point; multiple BGP routersofAS can thus peer with it rather than
peer with each other in a full mesh style (to avbih-square scalability issue). For eBGP
sessions among peered ASes, the exchange of ttabda IP prefixes offered by each AS
is done within the route server all by softwareefkhis no explicit eBGP sessions among
the ASes inter-connected by the AIX. Compared whtthh methods in current IXes, this is

more efficient and manageable. Note that for thedippexchange with other outside ASes
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that are not directly inter-connected through Ate standard BGP procedures must be
followed, e.g., eBGP sessions build up as in Fifl 3Please note that in order to increase
the reliability of the route server, there could &eotherbackup route server either
connected to the same edge node as the activesenter, or connected to another edge
node which is the backup of the co-located (e.d.irEFig. 3.11) edge node for higher
reliability requirement.
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Figure 3.11: Router service within AIX

3.4.Performance of AAPN-based
Architecture Iin Inter-Domain Traffic

Engineering

We now study the performance of our AAPN-based-dtenain (area or AS) optimal
routing framework and compare it by simulation witie following existing inter-domain
TE approaches:

* Per-domain approachwhich computes the inter-domain path in a donbgn-

domain fashion starting from the head-end domaia {se bottom of Fig. 3.6).
* Qutgoing-view-extension [Chen2007As shown at the bottom of Fig. 3.6, this

approach extends the source node’s TE visibilitthebit can view its own domain
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and the whole AAPN in order to compute the firgrent of an inter-domain path.
Then the second segment is computed by an ingegssvay (edge) node of the
tail-end domain.

* Incoming-view-extension [Miyamura2004a, Miyamura®®0 Otani2007] Also
shown at the bottom of Fig. 3.6, this approachnésfitwo segments in the opposite
way compared to the outgoing-view-extension apgroabe source node can only
view its own domain to compute the first segmehe fateway (edge) nodes in the
tail-end domain can view its own domain and the i@h®APN to compute the
second segment.

* Global Knowledge (ideal casein which each inter-domain routing decision is
made on the basis of global knowledge of real-tirgeinformation. We use this
case as a benchmark.

Simulation experiments were conducted on a 27-tadéer-like network, which is
the extended version of the topology adopted inyfiiiura2004a, Miyamura2004b]. As
seen in Fig. 3.12, two domains (area or AS) arer@onhnected through an AAPN. We
suppose that the call requests arrive at the nktislowing a Poisson process, and the call
holding time is exponentially distributed. We fuethassume that all the inter-domain
source-destination node pairs have the same tta#fa; and also all the intra-domain node
pairs. We assume that 60% of the overall netwaKidras inter-domain traffic. We call
the links within each domain the normal links asdign to all the same capacity. We use a
time-slot (e.g., 100Mbps) as the basic capacity onieach normal link and the AAPN
internal fiber links. We take the overall (intraxdainter-domain) call blocking probability
as our performance metric. The simulation timestd@ng enough to achieve a sufficiently

small 95% confidence interval in all the simulattanls.
AAPN

Domain y

Figure 3.12: Network topology used for simulati@? filodes and 120 directional links)
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3.4.1.Single Path Routing

For single path routing, we assume the bandwidihirement of each call connection
is one single time-slot. Least-cost routing is daddgor path selection, where the cost of a
path is defined as the sum of the costs of allitiks along the path, and the link cost is
defined as the inverse of the residual bandwidttheflink. A call is accepted only when
there exists a path with enough available bandwidtthe first experiment (Fig. 3.13), we
fix the bandwidth of the AAPN internal fiber linkKd00 time-slots) while varying the
bandwidth of the normal links in the two domainkisTis for the purpose of exploring the
effective range of each compared TE approach. \biease the capacities of the normal
links gradually (Fig. 3.13) to simulate the phenaore that the blocking of inter-domain
calls is mainly due to lack of capacity in the AAPBimilarly, by decreasing the capacities
of normal links, we simulate the phenomenon ofridi@main blocking caused by the lack
of capacity in the head-end and/or tail-end domgMste that many situations could lead
to capacity lack in the real world, e.g., dynantamge of intra/inter-domain traffic, link
failures, or not well-engineered network capactty,). Since we use the ideal case as the
benchmark for performance comparison, we furthgmsadhe traffic amount so that the
blocking probability of the ideal case is kept abumd 1% for each given normal link
capacity. That's why the blocking curve of the id=se is a flat line in Fig. 3.13.

The per-domain approach performs worst among tinepaced approaches. In Fig.
3.13, we notice the blocking curve of the per-demapproach is a near-flat line with the
highest values of blocking probability among ak thpproaches. This is due to its path
computation mechanism: domain by domain, sequintRéferring to the bottom of Fig.
3.6, each of the three segments of an inter-dopstimis computed only on the basis of its
own domain’s TE information. The starting node lvé second or third segment is thus
“blindly” determined by the previous segment. été was a “bottleneck” in the AAPN or
tail-end domain, the per-domain approach can natlat

Our approach performs best (except for the ideae)}caamong the compared
approaches. As seen in Fig. 3.13, the blockingecofwour approach is flat and very close
to the curve of the ideal case in the full valuegea of normal link capacity. This also

shows the robustness property (wide effective ranfeour approach to the change of
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network environment, e.g., dynamic traffic charlgu failure, etc. The small performance
difference to the ideal curve is due to the usappiroximated (e.g., abstracted/ aggregated)
TE information in the AAPN.

As illustrated clearly in Fig. 3.13, the sourcewiextension and destination-view-
extension approaches have opposite behaviorsleeetnges under varying normal link
capacities. When the normal links have the majamtrdmution (lower capacities) to the
inter-domain call blocking, the destination-viewtension approach performs better than
the source-view-extension approach. Referring edtittom of Fig. 3.6, this is because the
computation of the first segment of an inter-dompath in the source-view-extension
approach does not consider any TE information efdistination domains. For a blindly-
given ingress border node of the tail-end domairs not easy, sometimes impossible, to
work around the bottleneck links in the tail-endrdan. While for the destination-view-
extension approach, although the first segmendnspeited without any information of the
tail-end domain, the ingress border node of theetad domain can be chosen to a large
extent freely. This is because the second segmerthe destination-view-extension
approach includes the AAPN and the AAPN can conaagtegress border node of the
head-end domain to any ingress border node ofthertd domain if the capacity permits.
For the same reason, in an extreme case wheteealhter-domain blocking is due to the
head/tail-end domain (the very left end of Fig.33.lwe observe that (1) the blocking
curves of the destination-view-extension approtiehjdeal case, and our approach merge;
(2) the blocking curves of the source-view-extensapproach and per-domain approach
merge.

When increasing the capacities of the normal lifright-hand-side of Fig. 3.13), the
AAPN internal fiber links become the major conttitms to the inter-domain call blocking.
Then the source-view-extension approach startsoid Wwetter than the destination-view-
extension approach. Similar as above, this is duleet fact that the computation of the first
segment of an inter-domain path in the source-wegtension approach considers the TE
information of the AAPN so that the “bottleneck”timle AAPN can be avoided, while the
destination-view-extension approach can not do. #hgain, in another extreme scenario
where the inter-domain call blocking is fully dwethe AAPN (the very right end of Fig.
3.13), the blocking curves of the ideal case ardsturce-view-extension merge. While the
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curve of our approach is still close to the idea since our approach uses approximated

TE information of the AAPN to compute the inter-campath.
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Figure 3.13: Overall network blocking probabilityangle path routing under varying
normal link capacities. (95% confidence intervdl:G5%)

In our second experiment, we study the blockingoperance of the compared TE
approaches under varying traffic loads (Fig. 3.146Band with three selected normal link
capacities referring to the various ranges in Bifj3). As seen in Fig. 3.14-3.16, when the
traffic grows, the blocking probability increases all the compared approaches. Our
approach always works very well as the traffic babdange and remains close to the ideal
case. The per-domain approach always performs wehsth is expected and mainly due
to its path computation mechanism. For the threenablink capabilities, the source- and
destination-view-extension approaches have varibebaviors, that is, source-view-
extension performs better in Fig. 3.15, worse o Bi16, and the two approaches perform
close in Fig. 3.14. All these observations coinomdth Fig. 3.13 and fully follow our
analysis to Fig. 3.13.
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3.4.2.Diverse Routing

The purpose of diverse routing is load-sharingma-®-end protection. We define the
path diversity as link disjointness in the headAaildend ISP domains, and (edge-, core-)
node disjointness in the AAPN. Each call require® diverse paths with the same
bandwidth requirements (one timeslot for each),taectall is accepted only when both the
two diverse paths are available. We still adopstieast routing in which the path cost is
the sum of the costs of the two diverse pathsa#lla The link cost is the same as before.
In the simulation, note that the two diverse pathdiverse path segments in each domain
are computed simultaneously (not sequentiallyyvtmdathe well-known “trap problem” in
diverse path computation.

The simulation results of diverse routing are pmésekin Fig. 3.17, which is similar to
Fig. 3.13. We notice that the performance of oyaragch is very close to the ideal case. It
shows that the Star-TE applied AAPNs work very welt only for inter-domain single-

path routing, but also for inter-domain diversehpaiuting. Meanwhile, when fixing the
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link (normal link and fiber link) capacity and vamg the traffic load as in Fig. 3.18, the
phenomena very similar to Fig. 3.14 is observed.
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3.4.3.The Amount of AAPN’s Core Nodes
and Edge Nodes

Based on the topology in Fig. 3.12, we simulate $a@narios of upgrading the AAPN
(increase its capacity) by gradually adding coredge nodes (and associated fiber links),
starting with two core nodes. We fix the capacitynternal fiber links (including the new
added ones). We also fix the number of edge or modes when upgrading the other one,
then adjust the traffic amount and capacities afmab links such that the blocking
probability of the ideal case in the upgraded @pnftion is kept around 1% (as a
benchmark). Table 3.2 and 3.2 list the blockingpbpbility difference between our AAPN-

based proposal and the ideal case under variousrasnof core/edge nodes:

TABLE 3.2: THE DIFFERENCE OF THE BLOCKING PROBABILITY FOR OURAPN-BASED

PROPOSAL AND THE IDEAL CASE WITH3 AAPN EDGE NODESPER DOMAIN)

# of Core Nodes 2 3 5 7 9 12 15

Blocking Difference 1.4% 1.0% 0.8% 0.6% 0.5% 0.5% 0.5%

As shown in Table 3.2, the blocking probabilityfeiEnces are small in general. As
the number of core nodes increases, the blockirmgioAAPN-based inter-domain routing
framework is getting closer to the ideal case. Thisecause more core nodes would bring
more chances to connect two edge nodes. Meanwidealso notice that the trend of
“closing to the ideal case” is in saturation whiee humber of core nodes becomes large,
eg., 7.

When upgrading AAPN by adding edge nodes, showralsie 3.3, we notice that the
blocking differences increases slowly. This is duéhe fact that our AAPN-based inter-
domain routing framework adopted approximated Tiérmation and more edge nodes
lead to less precise TE information. On the othemdy more edge nodes increase the
successful chance for an inter-domain call reqitéstce, when the amount of edge nodes
reaches a certain value (e.qg., five in Table 3t&¥e is also a “saturation” phenomenon as
in Table 3.2. Meanwhile, in the AAPN architectumagre edge nodes will unavoidable

require more core nodes, which will, on the otheandy balance the performance. Afterall,
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AAPN is suitable to provide inter-connectivity angodomains; it would be better to
distribute the AAPN edge nodes over many domaimstead of putting too many edge

nodes in one or a few domains.

TABLE 3.3: THE DIFFERENCE OF THE BLOCKING PROBABILITY FOR OURAPN-BASED

PROPOSAL AND THE IDEAL CASE WITH3 AAPN CORE NODES

# of Edge Nodes - 2 3 4 5 6

Blocking Difference - 0.5% 1.0% 1.7% 2.0% 2.1%

3.5. Analytical Model for Blocking
Probability

In this section, we develop an analytical perforoearmodel for the blocking
probability of our inter-area optimal routing frawmrk (Section 3.2). It also applies to the
inter-AS scenario in Section 3.3. Our performanaedeh is different from most of the
previous analytical work on network performance gliog) in two aspects:

. It is @ model ofinter-domaindynamic routing AND there is no node in the
multi-domain network that has global TE informatidfote that if the nodes
have global information, then it is equal to thegi-domain network case.
Although the analytical modeling for single-domagtworks has been studied
extensively, there are very few results on intemdm networks.

. We consider theverlappingamong inter-domain routes (via shared common
links) employed by an inter-domain source-desiimatinode pair. The
overlapping is due to the fact that the inter-dom@utes in multi-domain
networks may consist of a much larger number oslrap there are typically
a large number of possible routes between sourtelestination nodes. Most
of the previous work avoided considering the oygiag among routes used
by the same source-destination node pair mainlgusecthis can simplify the
analytical work by assuming the routes (of an seaestination node pair) are
independent to each other [Chung1993, Mitral99&efvergl1997, Li2004,

Chu2005]. Overlapping greatly complicates the pemmce analysis and
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blocking probability computation. Just a few paptake into account the
overlapping among routes [Greenberg1997, Liu2004d]they only focus on

routing in single-domain networks.
3.5.1.Assumptions

. (A1l): We consider that a multi-area network typicatignsists of a non-
backbone area (Area 1, arbitrary topology) interraeted with another non-
backbone area (Area 2, arbitrary topology) throagthAAPN as the backbone
area (see Fig. 3.19 for an example).

. (A2): We only consider inter-area traffic in the abowelti-area network.

. (A3): The optimal inter-area routing framework we deped in Section 3.2
applied to the above multi-area network.

. (A4): Calls for a node pair arrive according to anejehdent stationary
Poisson process. The duration of each call is exually distributed with a
mean of one unit (1/p = 1).

. (A5): We use a time-slot as the basic unit for theacay of either normal
links in the non-backbone area or AAPN internatfilinks. Each call requires
a full time-slot on each link of its path.

. (A6): Following our inter-area dynamic routing frameiyaan inter-area route
is divided into two segments with one in each (edésl) area, respectively
(see Fig. 3.20 for an example). We assume thetsgjeaf each segment of an
inter-area route in its (extended) area is indepentb the selecting in another
(extended) area.

. (A7): Routes in an inter-area route-set are disjoitfitee in one of the two
extended areas, or both (see Fig. 3.20).

. (A8): We assume that each AAPN internal fiber haswaeelength and the
same amount of time-slots on that wavelength. Tine-slot assigned to a
route is chosen uniformly randomly from the setidie time-slots. The

assumption makes all time-slots identical and tfayais tractable.
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. (A9): The time-slot continuity constraint must be ragice there is no time-

slot-interchanger in the AAPN core nodes.

Area 1 RN Area0 - Area2 '~

Figure 3.19: An example of multi-area network.

3.5.2.Notations

As a general rule, we use superscripts to indeatrite, or a route-set associated with
a source-destination node pair, while subscripgsreeded to indicate a particular link
along a route, or a particular route in a route\s&t define the following notations:
. N : the set of all the normal nodes in Area 1 anchA&e
. (m, n) : indicator function,m, nCON . I'(m, n) =0 indicates node m and node
n are not in the same area.

. N. : the number of core nodes in AAPN.

. B...: the blocking probability of the inter-domain soesdestination node pair

node m to node nJ (m, n)=0.

According to our inter-area dynamic routing framekv¢Section 3.2), an inter-area
route is selected first at thegical-view topology(non-backbone areas are extended),
where the AAPN internal fibers are abstracted adifi&s and the overlaid core nodes are
abstracted as one virtual-ABR (VABR). Fig. 3.2Qistrates the logical-view of an inter-
area source-destination node pair in Fig.r19%o r8. As shown in Fig. 3.20, ari-to-r8
route consists of two parts, one in (extended) Ateand one in (extended) Area 2,
connected by VABR (virtual Area Border Router). daity, the route-set associated with

therl-to-r8 node pair in the logical-view topology can be ¢desed as a full combination
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of the twointra-area route-sets, one id-to-vABR, and another one is VABR-t8: We
assumed that the routes within either of the twmiarea route-sets adisjointed (A7),
which is reasonable and adopted by most previouk @ronetwork performance modeling
[Chung1993, Mitral993, Greenbergl1997, Li2004, C8520But the inter-domain routes
in an inter-area route-set (e.gl;to-r8) could overlap with each other and the amount of
inter-domain routes in a route-set is the prodfith® amounts of routes in the two related

intra-area route-sets (e.g., to-vABR and from-vABR)

L Segment 1 | Segment 2 J

~

Note: /. denotes normal link x. TE, denotes TE link x.

Figure 3.20: Logical level view for a source-destion node painl tor8.

L Source non- AAPN part

Destination non-
extended area part + J

+ extended area part

Note: I, denotes normal link x. f, denotes AAPN fiber link x.

Figure 3.21: Physical-view for a source-destinatiode pairrl to r8

. RS,., RS, .: the inter-area route-sets from nadéo noden, F(m,n) =0, in

the logical-view topology and physical-view topo}‘ogespectively”RSH,n

RS

are the amount of routes in the associated raige1®spectively.

. RS, aer: the intra-area route-sets from nadeo VABRIn the logical-view

topology.
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. RSsr m: the intra-area route-set fromABRto nodem in the logical-view

=[RSva x| RS andl[Rs,.

topology. |RS, . =[RS ver*| RSer* M.

. ﬁ , Rim: theith route in route-seRS, , and RS, ,,, respectively.

. F{n,vABR, Rin,vABR: the ith logical-view route in the route-s&3, .er and its

physical-viewmapping, respectively. Note th%ﬁiﬂmgg‘ < H R, VAB;U :

. Ur;vaBR: kth link along its physical-view mappinB;,vABR.
. Rivasr =1 boeel s A vl
'VABR 1 HRfln,vABFJ‘_NC H R VAB#_ N el H Rva# .
normal links AAPN fiber links
. VTR S SN R IO
IR/ABR n 1 N N +1 HRm‘MBFJ‘
AAPN fiber links ~———~———

normal links

M Rin,n :{ anABR’ I:QVABR}r .
We use the example illustrated in Fig. 3.20 and 82explain the above notations. In

=4 HRSL,S =8, HRSLVABRHZZ ,

Fig. 3.20 and 3.21, we havél. =2, HRSHS

HRQABRBH=2. Rll,vABR:{ Ll IE}} and its physical-view mappingRiaer . is

normal links TE link

{ Ll ’fpfz}. Rzl,vABR:{ Ll I'iz} and its physical-view mapping’asx, iS

normal links ~ fiber link: normal links TE link

{ laly ’f3,f4}. Similarly, we haveR}ABRrBZ{IE’ bl } and its physical-view

normal links ~ fiber link TE link normal links,

mapping, Rasx s, iS { fo fe o sl } R?ABRB:{T v bl } and its physical-view

—— —
fiber links normal link TE link normal links,

mapping, Rixgs s, IS { f7. fg lilif }

fiber links normal link
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X, X1 vasre Xiagr n: the state of link, route R, .z, and routeR) gz . Link

state is defined as the free/available capacith@fink in terms of time-slots.
Route state is the least free capacity (in ternisr@-slots) among all the links
along the route. Note that computing the state dbgacal-view route is

actually computing the state of the associated edppysical-view route.

/\Lm: the probability that the inter-area rod?é,n is selected among its route

setR,, . Note thatZ/\im,n =1, Similarly, we have\l, ,aer and Algg .

QLM: the probability that there is at least one badthvunit available along

the inter-area routéiin, n -

C, : the capacity of a normal link in terms of timets. We assume all the
normal links have the same capacity to simply ttpFession.

C,: the capacity of an AAPN internal fiber link iertns of time slots.

G, : the probability that exactlyt time-slots are idle on lind, i.e.,
q,=Pr{X =1t.

a,, : the carried-traffic arrival rate on linkgiven link state asX, =t.

A.n: the offered load from node m to nodelifm, n) = 0.

3.5.3.Blocking Probability of Each Source-

Destination Pair

In our dynamic routing environment, the end-to-emigr-area blocking probability

from nodem to noden (I'(m n)=0) should be computed theoretically according to

Equation (3.1). However, since the event of salgctin inter-area route is, generally, not

independent of the event that the route is in alade state, the computation directly

according to Equation (3.1) becomes very difficefipecially when a route has many hops
and/or high capacity [Liu2004b].
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B,.=1- > Pr{aninter-area route is selected ANIsiin available staje ~ (3.1)

m,n
all the routes
fromm ton

Hence we adopt an approximation that was widséd in other papers [Chung1993,
Mitral993, Greenbergl1997, Li2004, Chu2005]: igngtime dependency of the event that a
route is selected and the fact that it is in anilabie state, and assuming that these
probabilities arendependenfA10). Then we have

RS, —— —
B,,=1- > (Pr{ R.. IS selecte}jx I{’n:«’mn is in available s}%
i=1
=X ,
=1- Y (A2 Q,)

i=1

(3.2)

Following our inter-area dynamic routing framewaak, inter-area path is selected in
the (extended) Area 1 and (extended) Area 2 inctepely (A6) (Fig. 20). Then we have
Nopn = N nae N

m VABR VABR h Where (3'3)
iD[l,z,... R—sm} ,jD[Lz,..H,Rs,WAB,M ,IC][ 1,2,.“.,R$ABRM

Note that we adopt the well-know LLR (Least-Loadeduting) dynamic routing

scheme to select a route in each intra-area rattekst is, the intra-area route with the
maximal route state will be selected in its intrasaroute-set. The LLR scheme is used in
almost all the previous papers on network perfogaamodeling with dynamic routing
[Chung1993, Mitral993, Greenberg1997, Li2004, L/Ag Chu2005].

Based on the assumptioAG) and our inter-area optimal routing framework, uge
Equ. (3.3) to compute the probability that an watea route is selected among the
overlapped routes in an inter-area route-set. Aljho there are two papers
[Greenberg1997] and [Liu2004] that considered therlapping among routes, their
computation techniques are either only valuablééosequential routing [Greenberg1997]

or not covering all the overlapping patterns in case. Hencthey can not be used by.us
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/\m VABR — Pr{ Rm «er S selected iIRS (3.4)

m VA

i
. PI'{ xm VABR T V\} x PI’{ XaII other routes in R yagr s V\})
w=!

min(Cy ,Ca) |RSnvaed] }

min(Cy ,CA)(

Pr{Xp e = whx [ P Xy uaees W}

w=0 h=1,h# j

min(Cy ,Ca) . |RSnvaed]

I
Y,
—
X
3_
>
vs)
Py
[
X
M=
o
—~
X
33
>
@
Py
[
-
N——

w=0 h=1,h#i v=0

Similar, we have

min(Cy ,Cp) HR/ABR ‘ w (35)
/\\IjABR n= Z PI’{ X I\(/ABR n— V\} Z PI’{ xthBR '
w=0 h=1, k#kV 0

In order to guarantee the availability of an irdega path, all the three parts (namely
source non-extended area pa#tAPN part destination non-extended area paste Fig.
19) along it must be available at the same timeddition, for the AAPN part, time slot
continuity must be held and there should be at & optical path (an edge node to a core

node to another edge node) available. Hemceis computed based on the physical-view

mapping RLNABR and RKABR o) of ﬂ . Then we have

. IR vaer|~ N . [ Cr Ca pr{ =0|X,=x,X, = )} (3.6)
mr _[ L_:l (l_qum"h““ )} [ n(;;@r{xa =X x P X, = y} Hx

source non extended Area AAPN
HR/ABR"H J HRi AB;J‘—NC'*f Ct
—_— 2" ¥m, v,
\ m 1(1 quA“BRnO) ., Wherea = L and = L5, -
= C+

destination nor extended Area

Note that botta antd are AAPN internal fiber links.
Pr{Xa,b =0|X,=x%x,X,= )} is the probability that there is no common freaeti

slots along fiber linka andb (considering time-slot continuity) givenfree time-slots in
link a andy free time-slots in link b. This probability can bemputed according to Equ.
(3.7) [Birman1996] and just letbe zero.

L oz-i+l —Ci—z-i+l (3.7)
P X,y = 2] %, = x %= §= ( j m—cA—m]x(lz —CA_X_HJ
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3.5.4.Link State Probability

The number of idle time-slots on link either a normal link or a fiber link, can be
viewed as a birth-death process. The arriving asirey behavior on link forms an
M/M/N/N system. Since all the states in the astediaVarkov chain are ergodic, the

equilibrium state distribution of the chain candegived as follows.

GGG, e S =0 _ (3.8)
a, .4, o4, XGo,if =123, .G 1 G, =0, 1 1>GC;

R

(3.9)

o= :|_+lecI (qajj;l(qa_ t* 1):| , C, =C, orC,.

't
Given the link states, we can compute the route,si{aﬁyvABR, according to Equ. (3.10,

3.11). The very similar two equations for the cotapan of route staté<vaBR , can also be

easily derived in the same way.

. (3.10)
df X &""’W%MBFJ\—% Yo X, | X
Cy Cy Ca Ch .
i j -
Pr{ XrL,vABR: X} = Z Z _ Z Z HRm'VAB%‘ h % i
H0 T‘Rln,vmp#‘“b_oyl_o Yo =0 _ qujw%}?vABR'xj l:qujﬁ:vABR)&
normal links inRY, | \sr AAPN fiber links irR},, ,asr
where,
(3.11)

1, if min(xi,...)iF%J.WABFJ_NC ,meL(<y1 ,...yNC)j: X

CD(X;Xl,...,m_NC Mm): .
0, otherwise

3.5.5.State-dependent Link Arrival Rate

a,. is the carried-traffic arrival rate on link given link state asX, =t. It is

contributed by the carried traffic loads of all thter-area routes that pass lihkThat is, it

is computed as the summation of the original exleaffered arrival rateshinned by
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blocking on the other links, hence knows as tbduced loadmethod [Chungl1993,
Liu2004b].

Rl i i | 212)
= DrT'DNDrDZN 12 (/]m’”x/\m”xQmn(X |:t)), if t20;
R I AN
0 if t= 0.

/\im,n is computed according to Equ. (3.3-3.5)im(X|:t) is the conditional

probability that routeRin,n is in an available state given the state of thiell{ | DRmi_,n) ast

and the traffic will traverse link See Fig. 3.19 and 3.20 as referefRg, (X, =1) is
computed according to Equ. (3.13-3.14).
Q.. (X, =tt>0) (3.13a)

i [RY wnerd -1 Ne (S e P X, , = 0[X, = x,X, =}
= {h_lyulllABR (1 qL’mthBRO)]xll_ u[;;Pr{ Xa = )(} X Pr{ Xb = g J]x

[Riser. 4 —
{ |_| (1 ST ) , if 10 source non-extdad area part dR, , ,

h=N¢ +1
Wherea Lm‘ VX;:FJ " ¢ f an d) LkV/;BR n
QL (X, =t,t>0) (3.13b)

Rh s Ne (S S P X,, = 0]X, = x,%,= }}
[ IS qvwmo)Hl‘l'l[%pr{xa:x}xpr{ %= H

HR/ABR S
[ (1 Qe ) , it if | O destination nonxéended area part &, |
h=N ABRn

+1, Lker
wherea = Lm‘ B N = 1k
VABR VABR n *
Q.. (X, =t,t>0) (3.13c)

R%,vABFJ N HRI/(ABR r”

P ool

if | OAAPN part ofR' , where

m,n ?
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(X, =1) (3.14)
{1—(§Pr{xab: 01X, =t X, = }x P{ X, = ;}DxNi ,if 1= a
[1—[§Pr{xayb: 01X, =x,%=x P{ X,= )}DXNL ,if 1= b’

sherea= LIS =,

fo[12,.N] .

1
Note that theN— in Equ. (3.14) is due to the assumption that gmem®dge node pair
C

(one in the source area and one in the destinatigi), the core node connecting these two
edge nodes is selected randomly. We make this assumin order to simplify the

complex computation of Equ. (3.13) in a reasonalalg.

3.5.6.The network-wide blocking
probability

The network-wide inter-area end-to-end blockingoatulity is calculated as follows:
AunXBs (3.15)

1 , where B, is computed according to Equ. (3.2).
OmON O NI ( m n=0 "

B= OmONOMIN(m )=0

3.5.7.Computation

From the above analysis, a set of non-linear cauptpiations has been obtained for
the computation of blocking probabilities. An iteva algorithm can be developed
accordingly to find the solution by repeated suwbstin. The method of iterative

substitution is described as follows:
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Step 1 For all the inter-domain source-destination npdes, initialize§,n to zero.
For all the links, initializea; , =0 and seta,,, t > 0 to an arbitrary value.

Step 2 Determine the link state of all the linkss, , using Equ. (3.8-3.9).

Step 3 Calculate route states for all the intra-arege®using Equ. (3.10-3.11).

Step 4 Calculaten,,, for all the inter-area routes using Equ. (3.3-3GlIculateQ;,
for all the inter-area routes using Equ. (3.6-3.7).

Step 5Updateaq,;, t > 0 for all the links using Equ. (3.12-3.14).

Step 6 CalculateB,,, for all the inter-domain source-destination nodespusing Equ.

(3.2). If , max |B,,~ By /By,<€ then terminate. Otherwise, 1&,., = B, and go

I (m,n)=0,

back to Step 2.4 is a very small real number that determines thebmar of iterations and

the precision of the obtained results.)

3.5.8.Numerical Results

We demonstrate the accuracy of our analytical tgci®s by comparing analytical
results with simulation results. Simulation resuate plotted along with 95% confidence
intervals estimated by long enough simulation tiffar. the analytical results, the iterative
algorithm terminates when all blocking probabilitglues have converged withk0™®
(£ =10°). Both the analytical work and simulation expetittseare conducted on the 14-
node network topology shown in Fig. 3.19 (14 nodék 48 directional links) and a 10-
node network topology (by removing nodds r2, r7 andr8 in Fig. 3.19). Both the
topologies are organized as two non-backbone amesrsconnected by an AAPN. All the
other simulation configurations are almost the sameur previous simulation work (least-

cost routing) in Section 3.4, with the only exceptthat the cost of a routR,, is defined as
(min(N.,N,)= Xz),( Xy is the state of rout® ), which is actually the LLR scheme.

Fig. 3.22 and Fig. 3.23 demonstrate the numeresllts (blocking performance) in
two networks obtained from the proposed analytmadels. As expected, the network-
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wide blocking probabilities (both from the analglienodel and the simulation) increase as
the network load becomes heavier.

Fig. 3.22 and Fig. 3.23 compare the numerical tedubm the analytical model to
those from simulation experiments over the 10-noesvork and the 14-node network,
respectively. As we can see, the numerical resulise two figures conform closely to the
simulation results and follow the trend of the dimtion results. This exhibits the accuracy
of our analytical model. Furthermore, numericalutissfrom the analytical model are
getting closer to the simulation results as thel lisaincreased. The reason for this is that
our analytical model adopts the classic reduced kaproximation (see Equ. (3.12) in
Section 3.5.5), and it is known that this approxXioratechnique gives accurate results as
the load is increased [Chung1993].

In addition, we also observe that the analyticaldehcoverestimates the blocking
probabilities. This can be explained by the indeleeicy assumption of route selection
(A10) we made in this analytical model. The indejmcty assumptions ignore the
correlation between a route being selected ancuitent state and also the correlation of
selecting intra-area routes in one area and irmanatrea. If the analytical model considers
these correlations, then a more accurate estimafidhe blocking probabilities can be

obtained but with much higher computational comipyex

| =k Analtical [-------ccooooooooo oA
1 A simuation [-----------— A
10
=)
@]
2
2 10°
O
[
Q0
o
[a
210"
=
[}
S
@ 5
10
10'6 1 1 1 1 |

Traffic Load (Erl)

Figure 3.22: Network blocking probability over th@-node network. (The capacity of a
normal link is 18 time-slots; the capacity of an R fiber link is 12 time-slots.)
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Figure 3.23: Network blocking probability over thé-node network. (The capacity of a

normal link is 10 time-slots; the capacity of an R4 fiber link is 8 time-slots.)
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4. Inter-Area Shared Segment
Protection of MPLS Flows
over AAPN

Optimal routing and associated protection, which thre two key issues of traffic
engineering, become much more difficult in mule@arnetworks than in single area
networks due to the inter-area information scalgbiland confidentiality issues.
Furthermore, it is even severe for inter-area ptme since the protection needs even more
information compared to the routing.

In the previous chapter (Chapter 3), by deployimg agile all-photonic network
(AAPN) as the backbone area, we developed a nowtihg architecture that can provide
globally-optimized inter-area routing with good quatibility to existing traditional
IP/MPLS routers, but the protection issues were auoisidered yet. In this chapter, we
focus on inter-area shared link and node protedationulti-area networks with an agile all-
photonic backbone. On the basis of our inter-ap#nal routing architecture (proposed in
Section 3.2), we propose and develop a scalalde améa shared segment-based protection
(SSP) framework, which consists of three compone@imely

1) the segment protection schemes (for the stmct a weakened single failure
assumptions),

2) the management of supporting routing informa#iod

3) a related signaling process.

Throughsharing we can utilize the network resource in an effitiway. Through
segmenbased protection, we can reduce the recovery fimenter-area connections. In
addition, segment-based protection can help ugveldp distributed routing information
management to avoid the scalability issues relatedulti-area networks. Meanwhile, for

an inter-area connection, our SSP (segment-bas#dcpon) schemes provide not only
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link protection but also protection to failurestbe “key” nodes along the working path.
The key nodes include the edge and core nodes¢has ABR/v-ABR. This corresponds
to the requirements of RFC 4105.

4.1.Proposed Schemes for Inter-Area

Shared Segment-Based Protection

We consider dynamic (e.g., on-line fashion) inte&raashared segment protection
routing that aims to optimally identify an interearworking path and associated backup

paths for each arriving connection request.

4.1.1.Inter-Area Shared Segment Protection
Scheme (IASSP)

Our scheme belongs to the active path first (ARIpr@ach and we adopt the single-
failure assumption. When an inter-area connecteuest (with protection requirement)
comes in, the following steps are performed:

. An optimal inter-area working path for this connectrequest is determined

(using our optimal routing framework in Section)3.2

. The working path is then divided into twaverlapping (at the AAPN)

protected half-paths (see Fig. 4.1 top).

. For each protected half-path, different protectechniques (link-, segment-,

or path-based) can be applied independently.

. An extra optical cross-connection between the twd®N edge nodes along

the working path, but through a different core notkn be setup to provide
further and instant protection against the failoir¢he core node or one of the

two optical links along the working path. It islea “nested” protection.
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|-—1-"‘ Protected Half Path—-|
|<7zncl Protected Half Path———]

|<71 s! Half Working Path4+—2“" Half Working Path—-|

: AAPN core node. =—p: working path. === :backup path.

Figure 4.1: the Inter-Area shared segment-baseégiron scheme

As shown in Fig. 4.1, for an inter-area connectiequest L to r8), suppose the
optimal working path isrl->r2->r3->el->v-ABR->e4->r6->r8 (solid arrow line in
Fig.4.1). For the first protected half-path-r2->r3->e1->v-ABR->e4), the source node,
rl, which is in Area 1, is in charge of computing #ssociated optimal backup path(s). But
according to our inter-area optimal routing frameéwfSection 3.2), the farthest node that
rl can see is-ABR note4d Hence we neeedto “act” as v-ABR, which means to export
the necessary routing informationrfioso that the backup paths can be computed optimally
without breaking our inter-area routing architeetiVe call this as “handoff-exporting”.
Similarly, we neecelto “act” asv-ABRwhen computing the backup path(s) for the 2nd
protected half-path.

Now suppose the first protected half path uses sagimased protection, as shown in
Fig. 4.1, and the associated backup path8ateandB12with the branch noded andr2,
and the merge nodes@sande4, respectivelyB11andB12 protect the normal links along
the working path frontl to el B12 also protects edge noad. Suppose the second
protected half-path uses path-based protection, ttiee associated protection path may be
B21 protecting the links frone4 to r8 ande4 BO1is the nested protection path protecting
optical linksel->c], cl->e4and the core nodel. When a failure occurs, the first notified
branch node will activate the shared backup path taen switch the traffic from the
working path to the backup path.
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4.1.2.Backup Bandwidth Sharing

Backup bandwidth sharing is an efficient way touaal recovery resource utilization.
The idea is to let backup paths share network ressuwhen the working LSPs that they
protect are physically disjoint (i.e., link, nod&RLG, etc.). There is nothing special in our
framework for backup sharing in the MPLS part ofam-backbone area. Whereas for the
AAPN part, as presented in the above example,reriater-area connection request, there
are in total four cross-connections involved in 4#&”N domain: one for the working path,
one for nested protection, and two for half-patbtgetion. These backup optical cross-
connections are setup within the AAPN to providest fprotection for inter-area
connections; they all follow the time-slot congtiajsince no time-slot interchanger exists
at the core nodes of AAPN). Fig. 4.2 below illusteathe scenarios of backup cross-
connections sharing in AAPN:

. Parallel case: 1 and 4 can share backup cross-cwmme such ag3->c2->e4

and/orel->c2->e6

. Same tail-end: 1 and 3 can share backup cross-cioom® such ag3->c3-

>e4 or e2->c3->e4(nested).

. Same head-end: 1 and 2 can share backup crossstionsgsuch asl->c3-

>e6 or el->c3->e4(nested).

. Nested protection: 1 and 5 can share nested baxkgp-connection, such as

el->c2->e4

—
Working
path cross-
connection

Figure 4.2: Backup Cross-connection sharing in AAPN
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4.1.3.1ASSP under a Weakened Single-

Failure Assumption

Multi-area networks are normally large-scale nekspin which the commonly-used
“single-failure” assumption becomes unrealistic.ne we propose a weakened single-
failure assumption for multi-area networks. Assthated in Fig. 4.3, the modified single-
failure assumption assumes:

. At any given time, there will be at most one falwithin each circle (area)

shown in Fig. 4.3.

Non-Backbone
Area

Non-
Backbone
Area

on-
Backbone

Non-Backbone
Area

< B11 ~ AAPN . -

Figure 4.4: IASSP under the weakened single-fadgssumption.

Under this assumption, multiple failures could hapgimultaneously. Our proposed

protection scheme can still work, just with two mimodifications as follows:
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. For the first protected half-path, there must be backup path that ends at the
edge node along this path (&ElLending at el in Fig. 4.4).

. For the second protected half path, there musnbéackup path that starts at
the edge node along this path (B22 starting from e4 in Fig. 4.4).

It is worth mentioning that other inter-domain @eiton schemes in [Miyamura2004a,
Huang2004, Thiongane2005] do not consider the ffailtire scenario, hence they will not
work under our weakened single-failure assumpfiére protection scheme in [Huang04]
can work under our weakened single-failure assumpbut no backup bandwidth sharing
was considered.

On the other hand, in order to make our proposkdmses work in the real world, we
need to distribute and manage the routing infolwnafsee Section 4.2) so that the nodes
can compute the paths according to our schemesvandiso need a related signaling

process (see Section 4.3) so that the nodes caessfially install the computed paths.

4.2.Routing Information Management

We use the word “routing” to indicate both the wogkpath selection and the backup
path selection. Normally, routing information maeagent can be classified according to
whether it provides complete information (e.qg.,bgloper-flow or per-link information) or
partial information (e.g., part of the completeommhation). In multi-area networks, the
former may not be practical due to the scalabiigue. Hence we adopt a partial routing
information management scheme described in [Qia2&@d expand it to the case of the
multi-area networks and node protection requiremeartile treating the routing with

complete information as the ideal case for comparis

4.2.1.General Notations

We define the following notations:
. B, R : the total occupied backup bandwidth, and thedtedifree bandwidth

on link |, respectively.

. d : the bandwidth requirement of an inter-area refques
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. W. : the total working bandwidth on/passing-through(link or edge/core
node) protected by link | #m).
. B™: the total backup bandwidth occupied on linkised to protecin (link or

edge/core nodejm# I) .
+  DatasewSef m={( W, Il ¢ .
. W, =max{ W, |W,0 Wsdt .
+  DatasetBSe()={{ &, m)| m }.

Consider the overlap part between a non-backboree and the AAPN (see Fig. 4.1
and 4.4). We identify three kinds of links theramely physical linksIf), TE links ("),

and virtual links (). Physical links are individual AAPN optical linkonnecting edge
nodes and core nodes. The TE links are bundldseedhAPN physical links exported to the
MPLS non-backbone area. A virtual link is like arthel” from an edge node in one area
through a core node to another edge node in anatker It includes all the bandwidths
occupied by the existing working and backup pathgetsing it. By adopting the virtual
tunnel/link concept to manage the AAPN internaltiray information, we can avoid
maintaining the per-timeslot backup information ethis due to the timeslot continuity
constraint in AAPN.

4.2.2.Routing with Complete Information

(ideal case)

We adopt the least cost routing for path selectidrere the cost of a path is defined as
the sum of the costs of all the links along thépat

1) Finding first the least cost inter-area working pafThe link cost function for
working path computing is:

For a normal link |

{1/3, if d< R (4.1)

o, otherwise
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For an AAPN virtual linklV

+0.5x ! Jf d <R, ;M = max@, )
v alv
0, otherwise
dxW

| \2

The 0.5x%

part in Equ. (4.2) was inspired from the conceptpotential

backup cost (PBC) proposed in [Qiao2001] to makepdrformance of shared protection
routing outperform even the ILP model. By involviR@C, we can consider the potential
impact of selecting a working path on the futurekog paths. This is very necessary
particularly in AAPN due to its symmetric topology.

2) Based on the determined working path, computingléhst cost backup paths
We denoteAB"" as the additional bandwidth required on linko protect a working path
segment (or half-pathyPi. Its exact value in the backup bandwidth shariognario
(AR < d),is

AB™ =max{ OW, + d- B} (4.3)

mMOWPi

We then define the same link cost function of ndramal virtual links for backup path

computation as:

0, if AB" = 0 (4.4)
1 . .
=, if 04AB"" <
R | R
w, if AB"" >R

4.2.3.Routing with Partial Information

In this scenario, the routing information is distried among the nodes in the network
and no one maintains a global and complete viethheomulti-area network.
1) Routing procedures: similar procedures are adoptétl the following changes

For selecting an inter-area working patbllowing our inter-area optimal routing

framework proposed in Chapter 3 (see Section 32Fg. 3.6), use Equation (4.1) to
compute the 1st and 2nd half working paths and tlsenEquation (4.2) to decide which
core node to connect these two half paths.
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For selecting a backup patsame link cost function as Equ. (4.4) excé@"™ is

over-estimated [Qiao2001] by
AB" = max{ OW, + d- B} (4.5)

mOWPI

2) Link state{ R, W, Bﬂ} and data set§vSet m, BSe{). Similar as [Qiao2001], we

define{Rn,V_Vm, Bm} as the link state but a general one, since incasem could be a

normal link, TE link, virtual link, AAPN edge nod® core node, depending on which node
the link state is stored iWwSef Mis used to generai, ; while BSe{ ) is to adjust the
actual amount of additional backup bandwidth giegh determination as in [Qia02001]. In
general, the link state is updated through the GBPMooding mechanism within each
area and the two data sets are updated by the R&EW#gnaling process during call set-
up.

3) Routing information maintained at each normal nod&imilar as in [Qiao2001]:
the link state for each link (normal links and TigkE) in the non-backbone area, and data
setsWSe{ ) and BSet ) for each local outgoing link of the normal node.

4) Routing Information Maintained at each Edge No@& the non-AAPN side, the

same as the normal node; whereas on the AAPN e&idy, edge node needs to maintain
necessary internal AAPN routing information so@sstport the link stat{aRT B VvlT} of

its two TE links (to/from the core) to the normaldes in the same non-backbone area.

The necessary AAPN internal routing informatiomath edge node includes:

. WSe( © , where € is the edge node itself;
. Link state,wSef 1) and BSet I') for each local outgoing virtual link;
. Copy of the link states of each local incominguattlink.

5) Exporting{RT VV|} through OSPF-TE Flooding Each edge node can derive the

first two elements of the link state of its two Tiiks from its own AAPN internal routing
information:

. Let R. be the maximal link residual bandwidth among tiyspcal links

represented by this TE link.
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. Let W. beW, , where g is the edge node of this TE link. Sinék <W., we
thus can avoid exportin‘@_/q :

6) Edge node handoff exportir{@lT} through RSVP-TEObserving Fig. 4.1, suppose
a working path traverses the virtual lied->c1l->e4 When computing the associated
shared backup path(s) according to Equ. (4.4, #h3rea 1, we notice that only the
information about virtual linke2->ck->e4 e3->ck->e4(k =1,2,3) are useful. That means
the value of B:} is actually working-path-dependent, and can berdehed only after a
working path is determined. Hence we have to usédhdoffexporting mentioned earlier
(Section 4.1.1) to expofB-} , and export only to the source node (for the istegted
half paths ) or edge node (for the 2nd protectdtl gath) through the transmission of
RSVP-TE message (instead of OSPF-TE flooding) topede the backup paths for the 1st
or 2nd protected half paths. We approximate g&chby the sum of B, of all the related

useful virtual links after a working is determined.

4.3.Related Signaling Process

We use a simple two-phase signaling scheme, whichlly based on the RSVP-TE
protocol [RFC 3209, RFC 4873], to setup an inte@atSP and its backup paths
subsequently. As an example, we consider a redoesinter-area connection with
protection requirement fromi tor8 in Fig. 4.1.

4.3.1.Signaling Phase I: Working Path Set-
up

The signaling process in Phase | is almost the sasrthe one in our AAPN-based
inter-area routing framework (see Section 3.2.2a8)ich is a PATH- RESV message
“round-trip” for the inter-area working path set-ughe only difference is when the RESV

message arrives a4, through the handoff exporting4 attaches relatedB;} (to-e4

direction) to the RESV message going backito
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4.3.2.Signaling Phase Il: Backup Path
build-up

Signaling phase Il is another PATHRESV “round-trip” process. Afterl receives

the RESV message (includifig-} ) from Signaling Phase |, it computes the optimal

shared backup path(s) for the 1st protected h#if @ad then starts Phase Il by sending a
PATH message that includes:

. One primary ERO (Explicit_Route Object) [RFC 48783t of the explicit

end-to-end inter-area working path.

. One or more SEROs (Secondary ERO [RFC 4873])ofithe backup path(s)

for the first protected half path.

1) PATH message processingihe PATH message propagates along the workitig pa
until a node finds itself a branch node by checkimeySEROs in the PATH message. The
node then uses the related SERO and other inf@matithe received PATH message to
create a new PATH message and send it out; théenarighessage still traverses the
working path while the new one traverses alongckigaLSP from this branch node to the
related merge node (following the standard LSPpsetocedures). When the original

PATH message arrives afl, el exports necessaff3.} (from-el direction) through a

PATH message te4 e4 can thus compute the backup path(s) for the 2ifdphatected
path. After that, the same procedures as for teegdrotected half path are followed to set
up the backup LSP(s) of the second protected kit p

2) RESV message processing here are two kinds of RESV messages now: one f
the working path and others for various backup gafuring the transmission of these

RESV messages, the local routing informatigviSét m, BSef ) and hence link state) at

each passed node is updated. When the RESV mesk#ge working path arrives at a
branch node, it will not be propagated upstreant tireg branch node receives the RESV
message of the backup LSP starting from itself sThdnerrl receives the RESV message

of the working path, it means that all the reldiadkup paths are set up.
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4.3.3.Complexity

As we can see, the complexity of the informatiodatps for our protection schemes
after building up an inter-area connection is ia tinder of the number of edge nodes (not

the square of the number of edge nodes, as inrfghize2005]).

4.4.Performance Evaluation

We now study the performance of our segment-bakack@ protection framework
through simulation. Simulation experiments aredtmted on a 21-node 3-area ladder-like
network (Fig. 4.5) (instead of 27 node networkra$ection 3.4 to save simulation time),
which is the extended version of the topology aeldpin [Miyamura2004a). In the
simulations, the call requests arrive to the nétwoltowing a Poisson process, and the call
holding time is exponentially distributed. We assuitmat all the inter-area source-
destination node pairs have the same traffic laad, also all the intra-area node pairs. A

call request is accepted only when both the workisiip and backup paths are available.

Area #1 Area #0 Area #2

Figure 4.5: Multi-Area Network topology used fomsilation (21 nodes and 96

directional links in total)

4.4.1.Blocking/Rejection Probability

Analysis

There could be several IASSP (Inter-Area Sharedm®ay Protection) schemes,

namely IASSP-CS, IASSP-PS, and IASSP-PM, whereafidst for complete information,
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P for partial information, S for single-failure assption and M for weakened single failure
assumption. We compare our IASSP schemes with 8i2RI scheme proposed in
[Miyamura2004a].

Network Blocking/Rejection Probability for Inter-Area Traffic

g I I I I
1(560 1650 1750 1800 1850 1900 1950 2000

Network Blocking/Rejection Probability for Overall Traffic

—%— |ASSP-CS

—+— IASSP-PS

0.15| =— |ASSP-PM -t
ISDR

—©- IASSP-PS without PBC

Blocking/Rejection Probability

|
| |
1%&)' 1550 1(560 1650 170 17‘50 18‘00 18‘50 19‘00 19150 2000
Overall Network Traffic Load (Erlang)
Figure 4.6: Blocking probabilities of various dyniarmter-area protection schemes with
95% confidence interval as +/- 0.1%. 60% of theraN@etwork traffic is inter-area

traffic.

As seen in Fig. 4.6, IASSP-CS has the best perfocman term of blocking
probability. This is reasonable since it has thenglete information when doing the
routing. ISDR has the worst performance, whichagiglly due to its non-optimal routing
and partially due to less backup bandwidth shafomgnter-area routing. The IASSP-PS
scheme performs closely to IASSP-CS in generalchvishows the routing information
management we developed works quite well. IASSPRBerforms IASSP-PM but not so
much. This is because IASSP-PS has more flexibilltgn selecting backup paths. It also
shows that IASSP-PM achieves multi-failure protactiwithout great performance
degrading. Fig. 8 also shows the necessity of inngIPBC (see Equation (4.2)) into the
link cost function (see the curve of IASSP-PS witheBC).

IASSP-PM can be considered as a special case oSRASS. But it has two
distinguished features, namely isolation and sgcuBly isolation we mean that it isolates
an inter-area working path into three “big” segmetwo MPLS segments in the head- and
tail-end areas and one AAPN segment in the mids#le Fig. 4.4). Each segment can use

various protection techniques, fully independenilyhus the opportunity for backup
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bandwidth sharing in each segment is increasedseByrity we mean that in IASSP-PM
each normal node has no information about nodesdeutts own area and each AAPN
edge node has no information about any normal ootkede its area. These two features

make IASSP-PM very attractive for inter-AS protenti

4.4.2.Protection Bandwidth Cost Ratio

We define the protection bandwidth cost ratio &pércentage of the average overall
backup bandwidth to the average overall workingdeadth at a fixed network blocking
probability. On the basis of the results in Tahlev¢ notice that the schemes we proposed
have lower cost ratios (e.g., better backup barttiwstiaring efficiency) than the ISDR
scheme. In addition, the ratios of IASSP-PS andIR$M are considerably similar to that
of IASSP-CS.

TABLE 4.1PROTECTIONBANDWIDTH COSTRATIO OF SCHEMES

Blocking Prob. IASSP-CS | ASSP-PS |ASSP-PM ISDR
1% - 59% 66% 78% 110%
10% - 55% 62% 73% 105%

4.4.3.Backup Bandwidth Sharing within
AAPN

To study the maximal efficiency of backup crossrmmtions sharing in AAPN (see
Fig. 4.2), we remove all the normal nodes in thmlogy of Fig. 4.5 exceptl in Area 1
andr2 in Area 2. IASSP-CS is chosen for the evaluathmseen in Table Il, the protection
cost ratio decreases (e.g., sharing efficiencyems®s) as the number of edge/core nodes
increases. But the speed of the decreasing becslovesvhen the number of edge and core
node both reach 6.

TABLE 4.2PROTECTIONBANDWIDTH COSTRATIO IN AAPN

# of edge nodes per area # of corenodes Protection Bandwidth Cost Ratio
2 2 100%
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67%
50%
40%
12 12 33%

4.5. Summary

We studied the resilience issue of MPLS flows aueragile all-photonic star WDM
network (AAPN) in this chapter. Based on our presgiointer-area optimal routing
architecture, we presented a dynamic inter-area 3/Rhared segment protection
framework consisting of:

1. The IASSP schemes consider both single-failndenaulti-failure (weakened single-
failure) scenarios;

2. Distributed management of partial routing infatimn greatly reduces the scalability
issue in multi-area networks with link and key nqaetection;

3. Arelated signaling process consistent with RS&?

Meanwhile, our framework requires little change existing traditional IP/MPLS
routers to implement it. The simulation resultsvgttbat our protection schemes have a
performance similar to the case with complete rguinformation and outperform greatly
the inter-area protection scheme described in [Miy@20044a]. Indeed, together with our
previous inter-area optimal routing architecturec®n 3.2), we can now provide an
attractive MPLS inter-area traffic engineering $olu that satisfies the requirements
defined in RFC 4105. The details will be discugseitie next chapter.

Furthermore, IASSP-PM, our protection scheme uniderweakened single-failure
assumption, shows great potential to be a soldtiointer-AS protection as discussed in
Section 4.4.1. Hence we re-name IASSP-PM as IA-@i8fer-AS Shared Segment
Protection) and choose it as the protection schiemeur AIX (AAPN-based Internet
Exchange) architecture. Now we have an inter-ABidrangineering solution for Internet
Exchanges that satisfies the requirements defineRFC 4216. The details will be

discussed in the next chapter.
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5. Generalization, Extension

and Applications

In this chapter, we consider Overlaid-Star Netwd@®SN), a generalization of AAPN,
and extend our AAPN-based inter-domain traffic eegring architecture to OSN-based
architectures. We show that our OSN-based traffigireering architecture has several
important applications in addition to acting as Kieme in multi-area networks and as
Internet exchange in multi-AS networks. It has floeential to play a key role in inter-
provider, inter-customer, inter-technology, intenthin and multi-layer traffic engineering.
This is mainly due to the fact that our OSN-bagsetiitecture does not suffer from the two
fundamental issues in inter-domain traffic engimegrnamely information scalability and

confidentiality, which have not been solved by ditiger existing approaches.

5.1.Overlaid-Star Networks (OSN)

5.1.1.Definition of Overlaid-Star Networks

We now define an overlaid-star network (OSN) asetwark that comprises edge
nodes interconnected by core nodes that functidependently from each other to form an
overlaid-star (also called composite-star) topolo@gnerally speaking, an OSN can be
viewed as a distributed switch with potentiallygergeographical coverage. It contains
three key ingredients:

. Rapidly reconfigurable switching at the core,

. Intelligent edge: control and routing functionaligpncentrated at the edge

nodes that surround the switching core,

. Overlaid star topology for reliability and increddsandwidth.
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Obviously, the AAPN is an OSN-type network. Besjdego other representative
examples of overlaid-star networks are: Ethernat Betworks with TE Capability, and
PetaWeb [Vickers2000].

5.1.2.Ethernet Overlaid-Star Networks with
TE Capability

It is possible to implement the overlaid-star netwby Ethernet switches with TE

capability. Here we define a TE capable Ethernétbwo include the following aspects:

. PBB-TE (Provider Backbone Bridging — Traffic Engen@g) technology
enabled, and

. Routing protocol (e.g., OSPF-TE) and signaling geot (e.g., RSVP-TE)
support.

PBB-TE or what was formerly known as Provider Bawld Transport (PBT)
[Nortel2007] is a new technology concept that eemBconnection-oriented” end-to-end
Ethernet tunnels to be created in order to maké&thernet an ISP class transport network.
Technically, PBB-TE uses the existing Ethernet netbgies of VLAN tagging (IEEE
802.1Q), Q-in-Q (IEEE 802.1ad) and MAC-in-MAC (IEE802.1ah), but disables
flooding/broadcasting (MAC learning) and the spagriree protocol (STP). The packets
are forwarded based on VLAN ID (VID) and destinatidl/AC address. The PBB-TE
tunnels are set up either manually by a manageptané¢ or dynamically through a full or
partial implementation of the GMPLS control plakedyk2007]. PBB-TE is thus intended
to be used in connection-oriented network appbecati PBB-TE is now undergoing
ratification in the standards bodies.

As shown in Fig. 5.1, several TE capable Ethermgtckes are organized into an
overlaid star topology: core Ethernet switches@urded by edge Ethernet switches with
10Ghit/s Ethernet over optical fibers. There is E=@onversion at the core switches, in
opposition to the AAPN. Core and edge Ethernetched use RSVP-TE to set up on-
demand PBB-TE tunnels (edge-core-edge).
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- Ethernet
Switch
(edge)

Ethernet
Switch
(core)

Optical
Fiber

Figure 5.1: Ethernet version of OSN

It is important to compare the Ethernet overlaa-stetwork with an important
Ethernet switch cluster architecture, called SMISplit Multi-Link Trunk) [Nortel2001a]
(illustrated in Fig. 5.2). SMLT is a method thabals two aggregation (core) switches to
appear logically as a single device to edge switthat are dual homed to the aggregation
switches (Fig. 5.2). The aggregation switches ateréonnected through an IST (Inter
Switch Trunk) on which they exchange link state addressing information. IST is used
only on two aggregation switches. The edge switckgsire no knowledge of whether
they are connected to a single switch or to twdches. Hence in SMLT the intelligence

is concentrated only on the aggregation switches.

. Ethernet
""" . Switch
\ { (edge)

Aggregation
Ethernet .- S
Switch (core) ;

Figure 5.2: SMLT based Ethernet Star Topology (IBfer-Switch Trunk)

The Ethernet overlaid-star network is more scaltide the SMLT architecture. When
the number of aggregation switches exceeds twherSMLT architecture, people have to
build complex switch clusters at the core. This Mdead to both severe scalability issues
and complex internal routing among the switchethéncluster. But this will not happen in
the Ethernet overlaid-star network, where the swigches are fully independent (no IST)

and all the intelligence is distributed among ttigesnodes.
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5.1.3.PetaWeb

The PetaWeb architecture, proposed by Nortel Néssvfvickers2000], is another
example of overlaid-star networks. PetaWeb is desigo scale to a capacity of several
Petabits per second, as well as to thousands ¢ addes with a global geographic
coverage so as to be a candidate for the futueeniett infrastructure. It is based on the use
of a variety of adaptive switching cores and ursaeedge switches. The PetaWeb has core
nodes that may operate in channel (wavelengthkking mode or burst switching mode.
The edge nodes must be adapted to interact witbugacore nodes to support both the

connectionless and connection-oriented services.

5.2.Star-TE: An Inter-domain Traffic

Engineering Architecture

We extend our work on inter-domain traffic engimegr(Chapter 3 and Chapter 4)
from AAPN to OSN and name this OSN-based inter-domimaffic engineering
architectureasStar-TE.

Star-TE is a novel inter-domain MPLS traffic enginieg architecture on the basis of
(1) deploying an OSN as the physical inter-connecting facility and (2) applying the
OSN with the traffic engineering framework which we initially designed for inter-
areatraffic engineering (Chapter 3 and 4).

The traffic engineering framework is the main paitStar-TE, which, in general,
comprises three main components, namely the reutfiognation, path computation and
signaling components. As we described in Secticgh23.the basic idea of this TE
framework is to configure the OSN (e.g., AAPN ircBan 3.2.2) in such a way that it is
seen by connected local networks (domains) todiarawith a (virtual) node (e.g., ABR or
ASBR) at the place of the core. Such a virtual ndoes not exist at the OSN core node,
but the edge nodes may project such a vision taother nodes in the connected local
networks. Each connected local network can extend@k visibility up to the virtual core
node with almost no impact on its TE informatiomlability. This configuration presents
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the advantage that optimal end-to-end routes canedmly established by simply
concatenating optimal routes to/from the core, Witan be determined by the source and
destination connected local networks independeotlyone another. This problem of
finding optimal end-to-end routes can in generdly dre solved by considering global
knowledge; in our architecture with a virtual corede, no global knowledge is required,
only the local routing information within each caated local network.

To establish protection paths for data flows thegjuire high reliability, instead of
using link or path protection, Star-TE adopts thatgrtion approach (in Chapter 4) using
shared segment protection to take advantage afiut8-domain routing framework with
the virtual core node.

Star-TE is a general inter-domain traffic enginegrarchitecture, which imposes no
constraints on the mechanism of organizing/maimtgirthe TE information in each
domain (e.g., either in a centralized fashion oa idistributed fashion), no constraints on
the techniques for computing paths in each domR@E( based or any others), and no
constraints on the mechanism of setting-up the-ohdenain path (e.g., automatically by
signaling protocol, RSVP-TE, LDP-TE, or by the mgemaent plane). It is worthy
mentioning that Star-TE can be directly deployedsMPLS networks. This is because
GMPLS [RFC 3945] is based on TE extensions to MEL&., OSPF-TE/IS-IS-TE, RSVP-
TE/LDP-TE, LMP). GMPLS separates the control anth gdanes, but this has no impact
on deploying the Star-TE in GMPLS-enabled networks.

We now discuss the global optimality vs. per-donwiteria. In the case of inter-area
TE, the same optimization TE criteria is usuallppted for all the OSPF areas (e.g., based
on the number of path hops, bandwidth consumpétm) [Vasseur2007b]. In contrast, in
the case of Inter-AS TE, there might be scenarioshich different ASes chose different
criteria to determine/define their own TE optimaliln such a situation, in order to have a
meaningful path computation, it may be necessanyetform criterion normalization (or
equivalence-mapping) between the ASes. For instaindicated in [Vasseur2007b], the
Service Providers need to agree on a common naedaliE optimization criterion and
use this criterion for “global” optimal path comptibn. Note that Star-TE is suitable to
any of the above cases. This is due to the fatiritfstar-TE optimal end-to-end routes can
be easily established by simply concatenating @troutes to/from the core, which can be

determined by the source and destination areas/i8ependently of one another. Hence
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the optimization criterion, e.g., the “cost” (inrmmalized cost unit), could be calculated
differently within source and destination areas/&\Se

5.3.Applications of Star-TE

5.3.1.MPLS Inter-Area Traffic Engineering

RFC 4105 defines the requirements for Inter-Ared_BIFraffic Engineering. In Table
5.1, we check if Star-TE satisfies RFC 4105 wheplaj@d in a multi-area network
scenario.

TABLE 5.1:RFC4105CHECKLIST FORSTAR-TE

Requirementsin RFC 4105 Satisfied

Inter-Area MPLS TE Operations and Interoperabflibferoperate seamlessly with current  Yes

intra-area MPLS TE mechanisms).

Inter-Area TE-LSP Signaling: The solution MUST aliéor the signaling of inter-area TE Yes
LSPs, using RSVP-TE.

Path Optimality Yes

Inter-Area  MPLS-TE Routing: avoiding avoid any dgmie-TE-topology-related Yes

information from leaking across areas, even inrarsarized form.

Inter-Area MPLS-TE Path Computation: the solutitvd support more than one path  Yes
computation method; it should allow the operatosetect by configuration, and on a per-

LSP basis, the desired option.

Support inter-area (signaling)crankback routing Yes

Support of Diversely-Routed Inter-Area TE LSPs Yes

Intra/Inter-Area Path Selection Policy: the solntghould allow IGP area crossing to be  Yes
enabled/disabled, on a per-LSP basis, for TE LSisser head-end and tail-end reside in

the same IGP area.

_04 -



Re-optimization of Inter-Area TE LSP Yes

Rerouting of Inter-Area TE LSPs Yes
Fast Recovery of Inter-Area TE LSP Yes
Hierarchical LSP Support Yes
Hard/Soft Preemption Yes
Backward Compatibility Yes

Complexity and Risks: The proposed solution SHOWHdD introduce complexity to the Yes
current operating network to such a degree thabiild affect the stability and diminish

the benefits of deploying such a solution over iserprovider networks.

Capability to share bandwidth among inter-area bpdkSPs protecting independent Yes

facilities.

From the above Table 5.1, we conclude that Starsafisfies RFC 4105 when

deployed in a multi-area network scenario.

5.3.2.Internet Exchange: MPLS Inter-AS

Traffic Engineering

RFC 4216 defines the requirements for Inter-AS MHL&fic Engineering. In Table
5.2, we check if Star-TE satisfies RFC 4216 wheplay@d in a multi-AS network
scenario.

TABLE 5.2:RFC4216CHECKLIST OFSTAR-TE

Requirementsin RFC 4216 Satisfied

The proposed solution SHOULD allow the provisionofga TE LSP at the Head/Tail-end Yes
with end-to-end Resource Reservation Protocol (Rghaling (eventually with loose

paths) traversing across the interconnected ASBRBout further provisioning required
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along the transit path.

The solution SHOULD allow the set-up of an inter-AB LSP that complies with a set of Yes

TE constraints and follows an optimal path.

Support of Diversely Routed Inter-AS TE LSP Yes
Support of Re-Optimization Yes
Fast Recovery Support Using MPLS TE Fast Reroute Yes
Scalability and Hierarchical LSP Support Yes

Complexity and Risks: The proposed solution(s) SHOWOT introduce unnecessary Yes
complexity to the current operating network to swclilegree that it would affect the
stability and diminish the benefits of deployingckua solution over service provider

networks.

Backward Compatibility Yes

From the above Table 5.2, we conclude that Starsafisfies RFC 4216 when
deployed in a multi-AS network scenario.

5.3.3.Segmented PCE Architecture

The PCE architecture has been proposed by IETF [RIBG5] to compute
MPLS/GMPLS inter-domain (area or AS) paths. Regen&TF suggested two inter-
domain path computation techniques for PCE: thedparain method [Vasseur2007a] and
the Backward Recursive Path Computation (BRPC) atefiasseur2007b]. As discussed
previously and proved by simulation in Section 3k per-domain path computation
technique is suboptimal. In addition, it is quiteallenging to compute a set of diverse
inter-domain paths by the per-domain technique. BR®C path computation technique
can compute optimal inter-domain TE LSP if the dimmsequence that the path will
traverse is given. Hence in the rest of this sactiee focus on the PCE Architecture with
the BPRC technique.
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BPRC relies on the collaboration between PCEs tirothe PCEP protocol
[Vasseur2007c]. As illustrated in Fig. 5.3, théhpeomputation is performed by each PCE
(along the domain sequence) computing a Virtualit®kbPath Tree (VSPT) and passing
the computed VSPT in a backward recursive fashiom fthe destination to the source
domain. The root of each VSPT is always the dastn while the link in each VSPT
representing the shortest path between the boasnof a domain and the destination
LSR. The VSPT ige-computedvhen another domain is passed on the basis diel) t
optimal paths from each entry point of the domairdch exit point and 2) the VSPT of the
downstream domain [Vasseur2007b]. After a roung t(Query->Respond) path
computation process, shown in Fig. 5.3, the comtpdte LSP is signaled using the
standard REVP-TE protocol, which is another routgl{Path->Resv) signaling process.

ASBR 3 ASBR7 ASBR11
R2 «— R1 R2 (VSPT 3)
asera R2 ‘éASBRs (vsprz  R8 <ASBR12 (vSPT 1)

................ 5. Data Sending

Figure 5.3: BRPC inter-domain path computation négple proposed by IETF

5.3.3.1.Potential Drawbacks of the PCE
Architecture with BRPC Technique

When thenumber of domaingn the given domain sequence and/or tlenber of
border nodesn each domain become large, the PCE architeutitineBRPC technique has
the following inherent drawbacks:

1) High load and complexity of path computatio long domain sequence will
involve many PCEs in the path computation proceddasy border nodes will cause the
exchange of a large amount of information betwe®ES? For instance, suppose each
domain in Fig. 5.3 ha& border nodes on each side, then the informatiaihanged
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|
between PCEs has the sizeQ(fE) for single path routing; and in size G{ﬁJ

for m end-to-end diverse paths routing.
2) Long path set-up delayVe define the path set-up delay as the duratianrirsy
from a call request arriving at a source LSR argirenwhen this LSR begins to send data.

Suppose the number of domains that a path haawerse isN (including the source and

-I- BRPC

destination domains). As shown in Fig. 5.3, thenpat-up delay].,,, of the BRPC
technique can be computed as follows:

TERPC =T+ To= NX tot NX tg, (5.1)

set-up —

where T, is the round-trip PCE path computation delay da=firas the duration
starting when the source node of the call sendeeayQmessage to a PCE until the source
node receives the Respond message from the PCFis the round-trip RSVP-TE
signaling delay defined as the duration startingnvthe source node of the call sends a
Path message until the source node receives arRessagel... andtgg are round-trip
PCE path computation delay and round-trip RSVP-ighading delay within a given
domain, respectively. We assume that the PCE gmatiputation delay is the same in all
domains, same assumption to the RSVP-TE signaétayd

As shown in [6], if the path set-up delay is conade with (or greater than) the

average network-wide call inter-arrival timB,.,—anva » the call blocking probability will

1

dramatically increase. But usually.. ., < Tier amva- HOWeEVer, note thafier-ariva DW

and T, LU N . As N increases, sooner or later, it will reach a valae,which

Teet- up 2 Tinter amvar - THiS value of N, denoted asN,,, , should be considered as the

maximal number of domains (in a linear directidmttthe PCE architecture with BPRC
technique can support, which is an important patanfer provisioning PCE in practice.

3) Robustness and flexibility issUBRPC path computing technique requires that PCE
is implemented in each domain along the inter-danpaith. If one PCE fails during the
path computation processes, all the ongoing cortipatprocesses in this PCE will have to
be repeated from the beginning. Meanwhile, in [racsome operators may choose not to
implement PCEs within their network that have toperate with other PCEs outside their

network.
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All the above drawbacks show that the PCE architeatvith BPRC technique suffers
from scalability and robustness issues when deglogelarge networks. As far as we
know, no solution to this problem has been founal.s@lve this problem, we propose a

segmented PCE architecture

5.3.3.2.Segmented PCE Architecture for Large-

scale Networks

We call a PCE architecture that deploys one orraé®tar-TE (e.g., as backbone area
or Internet Exchange) a Segmented PCE architecAseshown in Fig. 5.4, a long domain
sequence is divided into two segments by puttiSgeaTE in the middle. We propose two
options for path computation and signaling in tagnsented PCE architectu@ption one
is to reduce the round-trip PCE computation de&hown in Fig. 5.4, the optimal paths in
Segment 1 and Segment 2 can be computed nearlyafalel” without impact on the
global optimality. The BRPC path computation teguei can be applied to the two
segments independently. Now consider a general cakea sequence of

N (N> M)domains which is divided intt +1 equal segments byl Star-TE. We have:
N (5.2)

Method One _ Method On
T. =T +=T —xt PCE+ Nx t Signalir

set- up PCE Signaling™

Option twois to further reduce the round-trip signaling gel&vhen the PATH
message arrives at an edge node of the OSN, tleenedig will return a RESV message to
the source node (as shown in Fig. 5.4). When tbecemode receive this RESV message it
knows that first segment has been setup. Afteringatome additional timét (At could
be zero), the source node will start to send ddta.purpose ofAt is to make sure that the
2nd segment is ready when the data arrives atdipe mode. Still consider the general case,

the overall path set-up delay of Option Two is

BRPC
-I-Method Two — T Method Ong. T Method Twa._ N x(t +t +At= Tset— w oy At (53)
set- up — 'PCcE Signaling M +1 PCE Signali - M +1

As M increases T ' decreases, hence the call blocking due to longiset

delays can be reduced. Please note that the valdé¢ & actually determined by the

maximal size of the segments involved,; it also ntake into account the speed of the

-99 _



signaling through the different segments which rdagend on the load of the networks.
Hence it should be very careful to select the valuAt .

Table 3 summarizes the properties of the origimal segmented PCE architectures
concerning the inter-domain path set-up delay aeddiverse path computation. It shows
the advantages of deploying the Star-TE within treginal PCE architecture. As
mentioned in Section 5.3.3.1, the inter-domain peghup delay of the original PCE
architecture is the sum of two round-trip delayanely the PCE path computation delay

and the RSVP signaling delay. Our segmented PQtitecture with Option One reduces

the path computation delay tﬁlTl of the original value (Equ. 5.2). In addition, @pt

Two further reduces the RSVP signaling delay ﬂf@r—l of the original value pluat

(Equ. 5.3). Hence for a multiple Star-TE case,nttoee Star-TEs are included in the path,

the more the delay is reduced.

. . | = 2

3b. PCEP(Respond) Option 1

Option 2

Figure 5.4: Segmented PCE-based architecture

TABLE 5.3: COMPARISON OFORIGINAL PCEARCHITECTURE ANDSEGMENTEDPCE
ARCHITECTURE

Several PCE Architectures  Inter-Domain Path Set-up  Guarantee of finding out m end-to-end

Delay diverspaths
Normal IETF PCE Nxt, o+ Nxtg, No
Architecture: Per-Domain
Normal IETF PCE N X toe + Nx tg El
Architecture: BRPC ves with O(mj information

exchanged between domains
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Segmented PCE i - i
9 N i+ Nxitgg Yes with O(m) information exchanged

Architecture: per-segment M +
. _ between segments
with Option One

Segmented PCE N (toce +t) + A Yes with O(m) information exchanged

— X
Architecture: per-segment M +1

. _ between segments
with Option Two

Please note that the advantages of segmented RGieeture are not limited to a
linear topology. Actually, in any general netwodpology, a source-to-destination path, at
the domain level will always be a linear domainusatce, to which our approach can be
applied. Also note that due to the star topologgtaa-TE can actually segment any domain
sequences passing through the OSN. However, dtislaar how to choose one or a few
“strategic” locations in a large-scale meshed ruditnain network to deploy Star-TE, as
shown in Fig. 5.4 for an example. This problem bansolved offline and is one of our

future work.

Figure 5.5: An example of deploying two Star-TEimeshed multi-domain networks.

5.3.4.Global Concurrent Optimization (GCO)

Global Concurrent Optimization (GCO), defined by FE[Lee2007], is one of the key
applications of inter-domain traffic engineeringhiegh computes a set of TE paths
concurrently. A GCO path computation should siamdiously consider the entire

topology of the network and the complete set ostexg LSPs so as to optimize or re-
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optimize the resource utilization on the basishaf whole network [Lee2007]. The need
for a global concurrent path computation usuallgesr in the following situations: (1) re-
optimize the existing networks; this is when th@bgl network resources become
fragmented after LSPs joining in and leaving oweret and the network might no longer
provide the optimal use of the available capaci{®) Re-route a set of TE LSPs in the
event of catastrophic network failures.

The nature of GCO needs online processing. Howeweline global concurrent
optimization within the current approaches, e.@CEParchitecture with BPRC, does not
scale well and the major bottleneck is not justghth computation itself but the bulk of
data exchanged, synchronization issues, failuresmglue-optimization, and so on. In a
large-scale network, GCO would likely affect thetwmrk stability and significantly
diminish the benefits of deploying PCEs.

The Star-TE or segmented PCE architecture can ghlgeproblem. It avoids the
exchange and synchronization of a substantialyel@mount of data by dividing a global
concurrent optimization problem into several rekly small and independent sub-GCO
problems, one per segment with just limited codpmraand interactions among these sub-

processes.
5.3.5.CE-PE Connecting Facility

Today, customers expect triple play services thmoBGP/MPLS IP-VPNs (Virtual
Private Network) [RFC 4364]. And their requiremefas end-to-end QoS and session
management of applications are increasing. Astifited in Fig. 5.6, customers want the
service provider to provide a service that guaemta bandwidth from a local CE
(Customer Edge Equipment) to a remote CE througmétwork (C-TE LSP, see Fig. 5.6).
Furthermore, they also want an end-to-end hostgb-fervice with bandwidth guaranteed
(see for example Fig. 5.6, from a hétl in a local customer site to another hB& in
remote customer site but within the same VPN).

A recently published Internet draft [Kumaki200&td the detailed requirements from
the viewpoint of customers. The main items areaiheé-to-end resource optimization and

the scalability considerations, that is, the endnd (host-to-host) optimal routing while
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keeping the information scalability and confidelitifa(e.g., customer networks should not
share internal information with the service provjde

A PCE based approach to the above problem hasgeposed [Vasseur2007d]. The
basic idea is to extend the MP-BGP [RFC 2858] maiteo as to convey TE characteristics
of the PE-CE links in order to extend the visigildf the Traffic Engineering Database to
those links. Using the BPRC technique [VasseurZDOift®e PCEs located in service
provider network can then compute optimal C-TE L Fig 5.6) which may require
specific services such as bandwidth guaranteedamhgath protection in a MPLS VPN
environment.

However, although the approach in [Vasseur2007d]amanpute optimal C-TE LSPs
through PCEs, it has two drawbacks: one is thengiatescalability issue of the TE
database when the service provider supports a fargewer of VPN customers. Another
one is that this approach can not compute the méstoequired host-to-(remote)host
optimal path (end-to-end) since the service prol8d€E database can never include the

internal TE information of customer networks.

H2

Customer 1 @
B

Service
Provider

Customer 2

P-TE LSP

C-TE LSP.

Host-to-Host(End-to-End) TE LSP

Figure 5.6: CE-to-CE Reference Model [Kumaki200#jere are two VPNSs in the above

reference model, Customer 1 VPN and Customer 2 \AHeNreliability reasons, each CE

needs to connect at least two PEs. (PE: Providge Edjuipment; C-TE LSP: Customer

Traffic Engineering Label Switched Path. P-TE LBRovider Traffic Engineering Label
Switched Path.)

If the service provider uses Star-TE as the inbemecting facility between PEs and
CEs, as shown in Fig. 5.7, then both the optimatauer-required host-to-(remote)host
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paths and the optimal C-TE LSPs can be computstl like the case of Star-TE in the
multi-area or multi-AS scenario that is discussedChapter 3. Instead of v-ABR or v-
ASBR, the core in the OSN is exported as a singtaal CE (v-CE) to each connected
customer network and one virtual PE (v-PE) to @ireise provider network.

There will be no scalability issue in the aboverSia based approach. As seen in Fig.
5.7, each customer network only needs to maintaén TE information from its own
network up to the core of the connected OSN, s dbe service provider network.
Furthermore, the TE information database of thevieerprovider network is almost
independento the number of connected customer networks. @dghability information
is exchanged between the customer and servicedemonetworks. Hence the information
confidentiality of the Star-TE approach is also gjogleanwhile, the reliability of Star-TE

is guaranteed by its overlaid-star topology.

v-CE [V-PE v-PETv.cE

Customer 1 @
o]

H2

Service
Provider

N
??i Customer 2

Customer 1

~~__/ |

P-TE LSP

C-TELSP.

Host-to-Host(End-to-End) TE LSP-

Figure 5.7: Star-TE based CE-PE inter-connectiogitiawith TE capability.

5.3.6.Universal and Optimal Network TE

Inter-Connector

To build up a network, especially a large netwar&rriers usually use IP/MPLS
technology; or furthermore, like a few operatorslapan, experienced with the GMPLS
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technology to construct their networks. Nowadaysyiers have two extra technology
choices beyond the MPLS/GMPLS: one is PBT (or dalRBB-TE, IEEE 802.1Qay)
standardized by IEEE. (see Section 5.1.2. or [Ne@€¥]) Another one is T-MPLS
(Transport MPLS) [TPACK2007] standardized by ITUTFMPLS can be considered as a
new formulation of MPLS, designed specifically fapplication in packet transport
networks. It builds upon IP/MPLS technology andndtads, but offers a simpler
implementation, where features not relevant to eotion-oriented applications are
removed. In addition, in order to lower the cagi@perational expenses, T-MPLS has the
some enhancements to the original MPLS, e.g., ergid point-to-point bi-directional
LSPs, end-to-end LSP protection together with adedr©OAM support for optimal control
of transport network resources. T-MPLS is formudate conjunction with today's circuit-
based transport networks (e.g., SONET/SDH), follmvithe same architectural,
management and operational models. It is thus deigno provide an optimum evolution
path for many carriers to a packet-based futurédJiR2007].

When any new technology emerges, it is impossilde eliminate the “old”
technologies over night, especially if the “old’ch@ologies are still working well.
Actually, the biggest value of PBT or T-MPLS is ttliaey give carriers more choices.
Before, carriers had almost only one choice, nai®\PLS. Both PBT and T-MPLS are
under standardization now and they still have g lvay to go to become as strong/mature
as IP/MPLS. For instance, what about the contrah@lof PBT and T-MPLS to provide
dynamic TE capability? Therefore, for a relativendotime in the future, all these
technologies, IP/MPLS, GMPLS, PBT, T-MPLS, wdb-existin networks. Different
carriers may choose different technologies. But himwinter-connect the various-
technologies-based networks “smoothly” and “inggitly” will be a problem that both the
carriers and venders have to seriously deal withsiBoothly, we mean that a network
based on one technology should not feel the differevhen communicating with other
networks that are implemented in different techg@s. By intelligently, we mean that
global optimal resource utilization can still behigved among the various-technologies-
based networks, that ister-technology traffic engineering

Star-TE can be a candidate solution to the inwhrelogy traffic engineering. As
shown in Fig. 5.8, we use an OSN to inter-conneat hetworks, which are implemented

through various technologies. With Star-TE, theecor the OSN can be exported as a
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virtual Ethernet switch to the PBT based netwoskaavirtual T-MPLS node to T-MPLS
based network, as a virtual MPLS router to MPLS=Hasetwork, and as a virtual GMPLS
node to GMPLS based network. Thus the “smoothlgbfm can be solved. Within each
network, traffic engineering can be done up touiniial switch/node/router. Then similar
to the applications of Star-TE in inter-area orermAS traffic engineering, two local
optimization (one in each local network) can begadrby the OSN into a global inter-
network optimization. Hence the “intelligently” fdolem is also solved. The detailed and
related protocol design, extension or “mapping” ag@arious technologies is still for

further study.

Network based

Network based on MPLS
on GMPLS Technology
Technology
dgle node
TE
~ dge node

TE,

(R
ﬁTE '
Edgh node ﬁ

Network based Edge node,
on PBT
Technology

Technology

Figure 5.8: Adopting a Star-TE as a universal hat@mnecting facility among networks

with various technologies

5.4.Beyond OSN: Flat-Star Networks

It is also worthy mentioning that although the Si&rwas originally designed for the
OSN architecture, it can also be applied over céinenitecture, e.g., a router-cluster in the
core surrounded by edge routers (see Fig. 5.9)caNehis kind of architectures Flat-Star
Networks (FSN).

Star-TE can be applied to a FSN when the FSN @ ussmter-connect domains (areas
or ASes), e.g., multi-area or multi-AS (internetcBange) scenarios. Contrary to the OSN
case, the edge routers have no idea of the rouigtec they just think that they are

connected to a single router. When applying Star-ffiie edge router can adopt the
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“bundle” concept to export all the links connectetirom the router-cluster as a single TE
link. The router-cluster then acts as a singletaly ABR (Area Border Router) or a
(virtual) ASBR (AS Border Router) to the edge rositand other the routers within each
domain (area or AS). Here the “acting” means temsfg and exchanging sufficient
routing and signaling information with the domamernal routers. Each virtual ABR or
virtual ASBR could be implemented as an instancéérouter-cluster. The inter-domain
reachability information is exchanged among thewgances within the router-cluster.

Hence the control software in the router clusteghihbe complex.

Edge
Router

Edge Router
Edge Router

Figure 5.9: Sample of Flat-Star Network (FSN) (Nibtat the shadow area is the router
cluster as the core). Note that the IX (Interneti&nge) architectures of Fig. 3.8 — 3.9 are

a special case of this architecture.

We compare the scenarios of applying Star-TE to @88l FSN in Table 5.4. The
biggest difference of the two cases is the locatibmtelligence, either distributed among
the edge nodes (e.g., OSN) or concentrating atdree(e.g., FSN). Apparently from Table
5.4, we can see that OSN is better than FSN inctsmeé scalability, reliability, and
confidentiality. However, if the inter-domain triaffis not huge, Star-TE applied FSN is
still attractive since it can use existing physavices (router/switch clusters) and existing
technologies (e.g., SMLT [Nortel2001a], RSMLT [N&i#001b], VRRP [RFC 3768], etc.).

TABLE 5.4: COMPARISON OFAPPLYING STAR-TE TOOSNAND FSN

Star-TE over OSN Star-TE over FSN
Inter-domain optimal routing Yes Yes
Intelligence (Routing and Distributed among edge nodefoncentrated and implemented

signaling, acting as ABR /ASBR) and implemented by edge nodesat the core

Reliability Good Depend on the architecture of the
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router cluster

Scalability Good Not so Good (due to complex
internal routing within  the

cluster)

Confidentiality Good Depends on the cluster control

software

5.5.Summary

5.5.1.What is a Good Inter-Domain Traffic

Engineering Solution?

Based on RFC 4105 and RFC 4216, a “good” inter-domnaffic engineering solution
can be summarized as follows:

. First, it should be an automatic process runninghe control plane of the
network (e.g., (G)MPLS, or some others), compuimmgr-domain paths in
real-time, and dynamically adapting to changindfitcaand link availability
conditions.

. Second, it should be a network-wide distributednogiation process that is
distributed over the network domains.

. Third, each domain should be responsible for ogiimgi its own routing, and
only a limited cooperation between domains shoutd needed without
disclosing the internal information of the involveédmains.

However, till now, as we mentioned in Section 223.8espite some initial theoretical
trials [Winnick2002, Shrimali2007, Tomaszewski20@AH much practical work (the most
promising one is the IETF's PCE architecture [RFE855] but it requires a giving domain
sequence first, and it has potential scalabiligbfgms), an effective, scalable and reliable
distributed optimization that satisfies the aboweee¢ criteria for inter-domain traffic
engineering has yet not been found. It is still clear to what extent the TE information
should be exchanged and synchronized among comeeiddmains for obtaining the
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global optimality without breaking thescalability and confidentiality constraints
[Tomaszewski2007]. In addition, the issue of loaghpset-up delay in large-scale networks
has to be considered in inter-domain traffic engiimg. As discussed in Section 5.3.3.1,

path set-up delays may lead to high blocking proibab the delay is long enough.

5.5.2.Star-TE Could be a Good Inter-

Domain Traffic Engineering Solution

We believe that Star-TE has the potential to geaal inter-domain traffic engineering

solution basing on the following facts:

. With Star-TE, the inter-domain global optimizatiprocess is distributed over
a set of collaborating network domains (physicatijer-connected by the
OSN/FSN of Star-TE). Each domain is responsiblefiimizing routing in its
own domain locally up to the virtual node in Std- Hence thescalability of
Star-TE is good.

. Only a limited cooperation (e.g., exchanging readity information) among
domains is needed. No confidential TE informatiah kvak from one domain
into the others. Hence the informaticonfidentialityof Star-TE is good.

. Star-TE automatically merges the domain-wide logatimizations into a
global optimization. Hence the inter-domaiptimality is guaranteed by Star-
TE.

. The local optimization process in each domain nmaependently (to each
other) and near-simultaneously. As the local ogttion is inherently a part
of the global optimization, there would be a pafisfbthat the signaling
process can start even before the whole inter-dopeth computation process
is finished. In other words, the signaling proceas start “earlier”. Thus the
whole path set-up delay (defined in Section 5.3.8ah be reduced. Note that
only the Star-TE has this distinctive property. Baof other existing inter-
domain TE approaches has it.
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Star-TE is a very flexible inter-domain traffic emgering architecture. It has
no limits on the local path computation mechanigng.( either PCE or non-
PCE), routing information distribution and signglinprocesses (e.g.,
centralized or distributed, in control plane ornmanagement plane) in each
domain.

Especially, as we discussed in Section 5.3.3.3nvdoenbining Star-TE with

the PCE architectures proposed by IETF, we obtamesegmented PCE
architecture that can be a good TE solution forhedslarge-scale multi-

domain networks. The segmented PCE architectures due have the

scalability and robustness issues inherent in tiggnal PCE architecture. In

addition, Star-TE is only needed to be deployedria or several “strategic”

points (as shown in Fig. 5.5) of the networks.

5.5.3.The Value of Simulation Results for

Inter-Domain Single-Path Routing (in
Fig. 3.13) and Diverse-Path Routing (in
Fig. 3.17)

In this chapter, we extend our inter-domain traffirgineering work in Chapter 3 and

Chapter 4 from the AAPN to a generalized form, OSMN.this context, we should

emphasize the value of the simulation results (the “X"-likarves) in Fig.3.13 (single-path

routing) and Fig. 3.17 (diverse-path routing) ie ttontext of OSN. All the results in Fig.
3.13 and Fig. 3.17 still hold true in the contekOSN. Meanwhile, these results have two

significant and important meanings to inter-dontaaffic engineering, as explained in the
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5.5.3.1.The Effective Range

It is normally considered that the outgoing-viewession and incoming-view-
extension techniques are beneficial improvementegaccommonly-used per-domain path
computation technique. IETF has taken the abovedalniques as two main mechanisms
in inter-domain traffic engineering for distribugim E information from outside the domain
(area or AS) to the inside. The related standatidizavork (e.g., protocol extensions) in
IETF is ongoing [Chen2007, Otani2007]. But it isknown yet under what condition(s)
these two extension techniques work well or whesmerforms better than another.

The results in Fig.3.13 and Fig. 3.17 give the andw the above question. The two
extension techniques have different effective ran@er single-path and diverse routing).
Outside their effective ranges, they are the samehe original per-domain path

computation mechanism. No similar results have lie@nd yet.

5.5.3.2.NBMA Media among Domains

IETF only considers the scenario that multiple domare inter-connected through
direct physical inter-domain links now. If the intdomain connecting facility is not
individual domain-to-domain physical links, but ttNBMA (Non-Broadcasting Multi-
Access) media, e.g., Ethernet, ATM, or AAPN, thehatvis the mechanism of TE
information distribution between the domains (ave®@S) to inside? Again, no answer to
this question has been found yet.

Based on the results in Fig.3. 13 and Fig. 3.17b&leve that the “virtual core node”
concept in Star-TE can be used to answer the ajpmaion: distributing both the outgoing
and incoming TE information of the NBMA facility tm the connected domains but up to
the virtual core node. We work on related protoextensions work in order to publish
another Internet Draft in the IETF.
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6. Conclusions

6.1. Summary

It is expected that an agile all-photonic netwo/kAPN) would be used in a
metropolitan context or as a wide-area networkifberconnecting many local Internet
networks containing many users and servers, anohply also as an Internet backbone.
Hence, it is very important to design and posit®APN to support existing widely-
deployed IP/MPLS architecture and protocols. Thissis focuses on the routing and
protection of MPLS flows over the agile all-photonietworks (AAPN).

Since an AAPN withN edge nodes providésx N logical links among the edge nodes,
the straightforward use of the OSPF routing prdtased for IP and MPLS leads to
scalability problems. This thesis has thereforgopsed that the AAPN configuration seen
by the Internet routers should be a star with du@i) router at the place of the core. Such a
router does not exist at the AAPN core node, bairtluters at the edge nodes may project
such a vision to the other routers in the conneldea Internets. This routing architecture
may be implemented by the routers associated hletge nodes in such a way that they
present this virtual router to the other routerthieir local environment, and communicate
with the routers associated with the other edgeesday a specially adapted routing
protocol that takes into account the bandwidthcalion in the AAPN and other traffic
engineering parameters.

In the case that OSPF is used within the whole AA#PMironment, the multi-area
option of OSPF may be adapted in such a mannettibdiackbone area (Area 0) collapses
into the virtual core router and the other indegendnon-backbone) areas extend up to the
virtual core router (virtual Area Border Routerhig configuration present the advantage
that optimal end-to-end routes can be easily astad by simply concatenating optimal
routes to/from the core, which can be determinedhkysource/destination non-backbone
area independently of one another. The problemndfrig optimal end-to-end inter-area
routes can in general only solved by consideringb@l knowledge; in our routing

architecture with a virtual core router, no gloltabwledge is required, only the local
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routing information within each non-backbone areanéeded. Simulation studies have
confirmed that our routing architecture performsyweell, close to the ideal case (knowing
the global knowledge), and outperforms other pratinter-domain TE approaches, both
in inter-area single-path routing and diverse rayiti

This virtual routing IP/MPLS architecture that weoposed is also useful for
establishing protection paths for data flows tlegjuire high reliability. Instead of using
link or path protection, this thesis points outttlaaprotection approach using shared
segment protection can take advantage of the @maé-routing architecture with a virtual
core router. As in the case of optimal inter-arath selection, the optimization issues for
the protection path can be handled independentlthénsource and destination areas.
Simulation studies have been done to evaluate ti@ercy of this protection path
allocation scheme. They confirmed that this schieads to low blocking probabilities and
efficient sharing of protection bandwidth betweeultiple working paths.

Our optimal routing architecture together with tHaborated protection schemes
could be a promising solution for MPLS inter-areaffic engineering. In addition, we
extended the routing and protection schemes desglopthe context of multi-area OSPF
to the case where several Internet domains (ASeghterconnected. We showed that the
virtual routing architecture and the protectionesols can also be applied to the case
where several ISP networks (ASes) are intercondebte a star-like interconnection
structure, as sometimes used for so-called Intétrehanges (IX). An AAPN could thus
be used for the realization of an Internet Exchamdech we call AIX (AAPN-based IX).
AlX, as a novel IX architecture, for the first timeas the capability of optimal inter-ISP
traffic engineering, which can not be provided kihen known IX architectures in a
scalable manner. We show the outstanding and giisthed advantages of AAPN when
deploying it as an inter-domain (area or AS) imennecting infrastructure, which we
believe could be one of the major applications APA.

By generalizing the AAPN as the OSN (Overlaid-Statwork), or even further, as the
FSN (Flat-Star Network), this thesis proposes adxzew inter-domain traffic engineering
architecture, calle®tar-TE which is based in fact on the routing and pradecimethods
we developed for optimal traffic engineering in théer-area and inter-domain contexts
over star-like architectures. It can not only becusvshen an AAPN is adopted as inter-

connecting structure, but also when a hardwaretaottire of overlaid stars (OSN) or even
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a flat star (FSN), realized for instance by fastdftet technology, is used. After checking
the RFC 4105 (Requirements for MPLS Inter-Area ficadEngineering) and RFC 4216
(Requirements for Inter-AS Traffic Engineering), a@nclude that the Star-TE satisfies all
the requirements for MPLS inter-domain (area or #&&jic engineering defined by IETF.

As we know, the main objective of inter-domain fiafengineering is to have
(optimal) efficient routing (including the assoedtprotection) in a large multi-domain
network that obeys QoS requirements and featumsabfast recovery. But this is a yet
unsolved problem, even theoretically. The diffigutbomes from two aspects: one is the
conflict between routing optimality and routing onfnation scalability, another is the
conflict between the routing optimality and routingprmation confidentiality. For optimal
inter-domain routing, as a general rule, the oVeyatimization process should have global
TE information. But this is obviously impossible li@rge-scale multi-domain networks,
which requires the optimization process to be ithsted over the network domains (e.g.,
one optimization sub-process per domain). Each dostaould only be responsible for
optimizing its own routing, and only a limited casption/interaction between domains
would be needed. Scalability considerations lirné quantity of the interaction between
domains to be small; confidentiality consideratidingit the contentsof the interaction
between domains which should not disclose domageip internal information.
However, it is still not clear what kind of inforti@an should be exchanged between
domains to implement global optimization, even tb&oally [Tomaszewski2007].

The most attractive existing solution to inter-damtiaffic engineering is the PCE-
based architecture proposed by IETF [RFC 4655]. eBghanging so-called “VSPT”
(Virtual Shortest Path Tree) [Vasseur2007b] betweeighbor domains, PCE's BRPC
(Backward Recursive Path Computation) path comjpmt&tchnique can compute optimal
inter-domain paths given a domain sequence thapdtie will traverse. But the BRPC
technique still has a potential scalability issugew deployed in large-scale (long domain
sequence, multi-geography) networks, and/or whentiples end-to-end paths are
computed.

All the above problems can be solved (at least Ibagaextent) by deploying Star-TE
among domains in one or several “strategic” locetiad he best property of Star-TE is that
it can naturally “merge” (like a “glue”) local optizations of domains directly into global

optimization. Star-TE solves the scalability issiyeadopting the “virtual router” concept
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SO as to separate the IP/MPLS control plane inth eadividual and independent domain.
Star-TE has no requirement on the domain-local pathputation mechanism (e.g., PCE,
AAPN-based, or any others) in each domain. Onlghrahility information is needed to be
exchanged among the domains connected by Star-€&ceHthere is no confidentiality
issue here. In addition to the MPLS inter-area imter-AS optimal traffic engineering,
Star-TE can implement several key and importarifidrangineering applications in an
easy and scalable manner, which can not be providedny other existing traffic
engineering approaches. These extra applicatiamsdie: inter-domain global concurrent
optimization, host-to-(remote)-host optimal rogtin MPLS VPN environment, universal
inter-connect architecture for sub-networks deplotleough various technologies (e.qg.,
MPLS, GMPLS, PBT, T-MPLS), etc.

Furthermore, combing the best points of PCE andTaarchitectures, this thesis
proposes the segmented-PCE architecture that doedas the potential scalability
problems as the original PCE proposal. We beliéa¢ the segmented-PCE architecture
could be a promising candidate for a “good” interrdin traffic engineering solution as

discussed in Section 5.5.1.

6.2.0verview of Thesis Contributions

This thesis brings the following contributions:

1. Routing Ar chitecture of MPL S Flows over AAPN.

The main contribution of this thesis work lies fretoptimal routing architecture for
MPLS flows over AAPN. | proposed and desighegveral schemes to improve the
scalability when deploying AAPN in single OSPF aneaworks.

AAPN is more suitable to be used in multi-area ekrenvironment due to its agility
at the core and large capacity. Based on deploffgN as the backbone in multi-area
networks, | proposed and developed a novel andisieaframework?that implements
inter-area MPLS traffic engineering with the twcstdiguishing characteristics, namely

! Peng He and Gregor von Bochmann, “Routing of MPIo®/d over an agile all-photonic star network”, in
Proc. International Conference on Communicatiorte®ys and Applications (CSA 2006), July, 2006. pp.
138-144.

2 peng He and Gregor von Bochmann, “A Novel Framkvar Inter-area MPLS Optimal Routing”, Internet
Draft, draft-he-ccamp-optimal-routing-00.txt, Se@006.
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global routing optimality guarantee and good backw@mpatibility with existing OSPF
routers. This is described in Section 3.2.2.

2.Inter-Area Shared Segmented Protection of MPL S Flows over AAPN

| proposed inter-area shared segment protection schemesaSviows over AAPN
under the traditional single-failure assumption #imel weakened single-failure (multiple
failures in multi-area networks) assumption we psgul for multi-area networks,
respectively. The protection schemes take advardagiee flexibility of shared segment
protection and the architecture of the AAPN witliesal overlaid core nodes for providing
reliability over the AAPN but also (at the samedjnover the Internet networks (areas) that
are connected through the AAPN. | also developeelated signaling procedure for
establishing working and protection paths, togethigh an inter-area routing/protection
information management scheme. The simulation esudionfirm the very favorable
performance characteristics of the protection s@serompared with other applicable
protection approaches. This is described in Sedtidn

3. A Novd Internet eXchange (1 X) Architecture based on AAPN: AlX

| proposed a novel Internet Exchange (IX) architegtnamely AlX, which adopts an
AAPN as an IX. AAPN can be considered as a “digted switch", which combines the
advantages of the network and switch. ComparedherdX architectures, e.g., LAN-
based IX, MPLS IX, Photonic IX, etc., AIX has goprbperties of scalability, resilience,
and widely distributed access points. Particulddy,the first time, AlX introduce traffic
engineering (TE) into the IX world. Based on the ff@mework we developed for AlX,
AIX can provide optimized dynamic inter-AS/ISP @ntet Service Provider) routing while
requiring no change, hardware or software, on iegigtaditional IP/MPLS routers. | have
shown by simulation that our TE framework outperferseveral existing inter-AS TE
schemes. Part of the above inter-area shared segnoggction can be applied to AlX, thus
we can have a complete inter-AS traffic engineersmjution (optimal routing and
protection) for AIX. This is described in Sectio33

4. Star-TE: A Promising General Solution to Inter-Domain Traffic Engineering

! Peng He and Gregor von Bochmann, “Inter-Area Sh&tegment Protection of MPLS Flows over Agile
All-Photonic Star Networks”, IEEE 2007 Globecom fayence, November, 2007.

2 Peng He and Gregor von Bochmann, “OSN-IX: A Noimkrnet eXchange (IX) Architecture based on
Overlaid-Star Networks”, submitted to NGI12008 coefee.
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As the generalized extension to the AAPN-basedr-mrtea and inter-AS traffic
engineering frameworks, | proposed and develbpedovel inter-domain optimal traffic
engineering architecture, called Star-TE, on thesbaf the overlaid-star networks (OSN).
Star-TE adopts the concept of virtual router (v-ABRv-ASBR) to separate inter-domain
control plane so as to solve the inter-domain bdédlaand confidentiality issues while
keeping the global optimality guarantee. This isodéed in Section 5.2.

| also proposed the Segmented PCE architectursahads the inherent scalability and
robustness issues in the original PCE architechrmposed by IETF. With Star-TE
deployed inside, the PCE architecture can be uséalge-scale, multi-geography, multi-
provider, and multi-domain networks. This is ddsed in Section 5.3.3.

Simulation results showed that the performancetaf-BE is very close to the ideal
global knowledge case. Furthermore, the simulatesults also indicated the particular
effective conditions/ranges for the outgoing-viextemsion and incoming-view-extension
techniques that are considered as key improveraghetcommonly-used per-domain path
computation technique. Based on this result, elelithat the “virtual core router” concept
in Star-TE can be used to answered the question,ldoge extend, of how to export TE
information when the inter-domain connecting fagils a NBMA (non-broadcast multi-
access, ATM, Ethernet, etc.) media, a problemviaatnot solved yet.

During the last three years, | also worked on thiewing research topics:

1. Delay Performance Analysesfor an Agile All-Photonic Star Networ k

Dr. Cheng Peng and | proposed two analytical médetsled first-fit model (by Dr.
Peng) and first-fit with random model (by myset) analyze the delay performance for the
AAPN and made the simulation to verify the modelisl shown that, if a bandwidth
allocation algorithm keeps allocating free bandiwidie. the bandwidth that is not
allocated to any requests), the allocation algarithay achieve a good delay performance
especially in long-haul networks. This is not désamt in this thesis.

2.Blocking Analysisfor Time-Space Switched All-Optical Networks

! Peng He and Gregor von Bochmann, “Overlaid-Stambiks for Inter-Area and Inter-AS MPLS Traffic
Engineering”, submitted to OSA JON journal.

2 Cheng Peng, Peng He, Gregor v. Bochmann and Tdevdall, “Delay performance analysis for an agile
all-photonic star network”, 5th International IFIRS6 Networking Conference, Coimbra, Portugal, May
15-19, 2006, Proceedings. Lecture Notes in Com@gi&mce 3976 Springer, 2006, pp. 368-378.
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Dr. Bin Zhou and | proposed and developed a neviyticel modef based on the
inclusion-exclusion principle from combinatoricer £valuating the blocking performance
of time-space switched optical networks with fixedouting and random
wavelength/timeslot assignment. This model can beduto analyze networks with
arbitrary topologies and traffic patterns. The aacy of the proposed analytical model is
validated through simulations. In the work, Dr. zhend | developed the model together,
and | also focus on the related simulation worksTéinot described in this thesis.

3. Optimization Analysis of Optical Time Slot Interchangers in All-Optical
Network

Mr. Hassan Zeineddine and | studied optimizaticués of deploying passive optical
time slot interchangers (POTSI), a simplified foomthe Optical Time Slot Interchanger
(OTSI), in all-optical networks. We conducted a gamisorf between POTSI and the
various OTSIs noted in the literature in termsibér length, crossbar size, and number of
switching operations. Furthermore, we proposed @maed form of POTSI, Limited-
Range POTSI (POTSI-LR), whose capability is limitedswitching a timeslot to a subset
of nearby timeslots in the frame instead of allgilae timeslots. Meanwhile, we investi-
gated the sharing of POTSI-LR as opposed to dedgcane device to each ongoing link.
Through analytical and simulation results, we shibt®at deploying shared limited-range
POTSIs can achieve blocking probabilities very ela® those of dedicated full-
interchanging-range POTSIs. Precisely, the POTS8tirstrpercentage can be as small as
20% of the nodal degree together with an intercimgagange as small as 30%; and hence,
the overall cost and crossbar complexity can bestanbally reduced while still
maintaining close to optimal performance gain. €hessults can be used to guide the
design of OTSiIs for optical networks. In this woreineddine and | proposed the sharing
optimal POTSI architecture and | also focused @nahalytical analysis work. This is not

described in this thesis.

1 Bin Zhou, Peng He, and Gregor von Bochmann, “Bloglkinalysis For Time-Space Switched All-Optical
Networks”, Proc. Intern. Conf. on Optical Communima Systems and Networks (IASTED ), Banff,
Canada, July 2004.

2 H. Zeineddine, P. He and G. v. Bochmann, Optitiinaanalysis of optical time slot interchangersailh
optical networks, Proc. Intern. Conf. on Opticah@ounication Systems and Networks (IASTED ), Banff,
Canada, July 2006.

-118 -



6.3. Future Work

This thesis leaves the following aspects for furttady:

1) Further study of the segmented-PCE architecture. We believe the segmented-
PCE architecture proposed in this thesis has that grotential to be a “good” solution for
inter-domain traffic engineering. Further reseasdk on this topic includes:

. Thorough performance comparison between the segR@Btand original

PCE architecture in meshed large-scale multi-domeiworks;

. Given a meshed large-scale multi-domain networH, atraffic matrix (intra-
domain and inter-domain), how to choose “stratedpcation(s) to deploy
Star-TE? Any tradeoff between the cost of deploytar-TE and the network
performance improvement?

. How to compute an optimal domain sequence in a eetpd PCE
architecture?

. Further study on the possible usage of Star-TE/¢arisegmented PCE) for
addressing the complexity of traffic engineerindarge, multi-vendor, multi-
technology or multi-domain networks.

2) Studywhat possible role the Star-TE enabled Internet Exchange (1 X) can play

in the commercial framework proposed by |PSphere Forum. The IPsphere Forum is
an international, industry-wide, non-profit asst@oia of IT, telecommunications, and
networking companies with the mission of enablimg tBusiness of IP" by developing an
open multi-stakeholder multi-geography web-servicasmework for the rapid creation and
automated deployment of IP-based services [IPSkR¢ Psphere Forum proposes the
addition of a business layer. The ISPs advertige sérvices that they support in the
business layer. However, these services must bgased or inter-connected so as to
provide end-to-end services. Before providing a reswice between a source and
destination that are located in different ISP nekspthe list of providers that this new
service has to cross must be determined. The caitypte this problem is similar to the
complexity of inter-domain optimal routing that wwave studied in this thesis. Hence we
believe that the Star-TE enabled Internet Excharege play an important role in the
IPsphere business framework since an IX usualgrdoonnects several ISP networks and a
Star-TE enabled IX inter-connects these ISP netsvopkimally for traffic engineering. But
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how to merge Star-TE enabled IXes (also includixgtmg 1Xs) into the IPsphere
framework (e.g., functionality extensions, protocektensions, etc.) and related
performance issues remain as open problems.

3) Define a protocol between edge nodes for inter-area (OSPF) and inter-AS
(BGP) routing and protection. The work in [Chou2002] can be used as a reference

4) Implementation of Star-TE in the AAPN prototype. It would be very valuable
and interesting to implement the Star-TE in the AABototype [Bochmann2007] so as to
evaluate the performance of Star-TE in this nealistic prototype environment, either

with multi-area or multi-AS configuration.
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